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DECIDABLE EQUATIONAL CLASSES

MATTHEW A. VALERIOTE
McMaster University
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Abstract. I will discuss the progress that has been made on solving two
open problems dealing with the decidability of the first order theory of
equationally defined classes of algebras (varieties).

1. Introduction

The reader is referred to [3], [14], [7] and the article by Emil Kiss in these
proceedings for background to the material which will be discussed in this
article.

A class K of structures in some finite first order language is said to be
decidable if there is an algorithm to decide which first order sentences are
valid in every member of K. In other words, K is decidable if the problem
of membership in the set Th(K) is algorithmically solvable.

In practice, it seems that only those classes K which have some very
regular structure turn out to be decidable. So, perhaps the true question
which is being addressed in this article is:
Problem 1.1 For which equational classes can it be said that the collection
of its (finite) members has a nice structure?

The following theorem provides a partial solution to this problem in the
case of locally finite equational classes of algebras.

Theorem 1.2 (McKenzie, Valeriote [15]) Let V be a locally finite equa-
tional class of algebras over some finite language. Then V is decidable if
and only if there are decidable equational classes V1, V2, and V3 such that
− V1 is strongly abelian (sometimes called combinatorial),
− V2 is affine;
− V3 is a discriminator variety
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and
V = V1 ⊗ V2 ⊗ V3.

An earlier version of this theorem for congruence modular equational
classes was proved by Burris and McKenzie [1] employing the commuta-
tor, while this later version was proved using the tame congruence theory
developed by Hobby and McKenzie in [7].

I should mention that locally finite means that every finitely generated
algebra in V is finite and I should also explain the notation⊗. As it suggests,
⊗ denotes a type of decomposition:

Definition 1.3 For equational classes W0, W1 contained in W, W = W0⊗
W1 means that there is a binary term d(x, y) such that every algebra A ∈ W
is isomorphic to a product A0 × A1 of algebras Ai ∈ Wi such that the
kernels of the projection homomorphisms of A onto the factors are equal
to the kernels of the functions d(x, a) and d(a, x) for any a ∈ A.

It is not hard to see that the product of two decidable equational classes
is again decidable and so it should not be too surprising that ⊗ appears in
the theorem.

This theorem does not provide a complete description of decidable
locally finite equational classes, it only reduces the problem to strongly
abelian, affine and discriminator varieties. The strongly abelian case has
been taken care of in [15], where it is shown that in order to be decidable,
a locally finite strongly abelian equational class must be equivalent to a
certain kind of multi-sorted unary equational class. Much work remains to
be done on the affine and discriminator cases and Section 4 of this arti-
cle will be devoted to a discussion of the progress that has been made on
classifying the locally finite decidable discriminator varieties.

There is a close connection between modules and affine structures and in
particular, an understanding of those finite rings R which have a decidable
theory of modules will lead to a characterization of those locally finite affine
equational classes which are decidable. The connection between modules
and affine equational classes is contained in the following theorem.

Definition 1.4 An equational class A is affine if there is some ring R such
that every algebra A ∈ A is polynomially equivalent to some R-module.

Theorem 1.5 An equational class A is affine if and only if A is congruence
permutable and is abelian.

A proof of this theorem can be found in [5] and a consequence of it is:

Corollary 1.6 If A is a locally finite affine equational class (having a finite
language) over the finite ring R, then A is decidable if and only if the class
of all R-modules has a decidable theory.
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2. An undecidable equational class of rings

I wish to point out one of the key steps in proving the decomposition
theorem (Theorem 1.2) for decidable locally finite equational classes. To do
so, I will first examine the case of the equational class V generated by the
ring Z4. It has been known for some time that V is undecidable, but I would
like to indicate how a local analysis of Z4 using tame congruence theory can
help. To begin with, note that the congruence lattice of Z4 (essentially the
lattice of ideals of Z4) has only one nontrivial congruence, µ, determined
by the ideal I = {0, 2}.

Tame congruence theory tells us that the local behaviour of the µ-
classes (or I-cosets) can be one of five possible types and that to find out
which type we must first find the (0, µ)-neighbourhoods. These are the
ranges of idempotent polynomials of Z4 which do not collapse all µ-classes
into points and which are minimal with this property. A quick inspection
of the polynomials of Z4 reveals that the (0, µ)-neighbourhoods are {0, 2}
and {1, 3} (for example {0, 2} is the range of the idempotent polynomial
x(x + 1)). Further inspection reveals that the structure that Z4 induces on
{0, 2} is that of an abelian group and so the “type” of the pair (0, µ) is
said to be affine (or just 2 ). (Note that in this simple example, the local
behaviour is actually global.)

Carrying on with our analysis, we turn to the local behaviour of Z4 mod-
ulo the µ-classes. Here we have that the (µ, 1)-neighbourhoods are {0, 1},
{0, 3}, {1, 2}, and {2, 3} ({0, 1} is the range of the polynomial x · x). Also,
the structure that Z4 induces on {0, 1} is that of a boolean algebra and so
we say that the pair (µ, 1) has boolean type (type 3 ). So we see that Z4

exhibits two different types of local behaviour. This in itself is not enough
to produce undecidability but rather, it is the interaction between these
types which gives rise to it.

Notice that the type 3 neighbourhoods of Z4 are closely coupled with
those of type 2, in that there is a polynomial projection from {0, 1} onto
{0, 2} (and given by the polynomial x · 2). It is precisely this sort of inter-
action between neighbourhoods of different types which leads to undecid-
ability.

The above discussion shows that we can interpret the following 2-sorted
structure BG into Z4: 〈B,G; p(x)〉 where B is the 2 element boolean al-
gebra {0, 1}, G is the two element group on {a, b} and p is a bijection
from B to G sending 0 to a and 1 to b. It is the presence of this sort of
structure in an algebra which leads to undecidability. With Z4 things are
a little more complicated since there are additional interactions between
the two neighbourhoods. For example, multiplication provides a nontrivial
operation from {0, 1} × {0, 2} onto {0, 2}.
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The following algebra provides an easier example to work with. Let A be
the algebra on the set {0, 1, 2} having operations: ·, f(x) and g(x), where:

· 0 1 2
0 2 2 0
1 2 2 0
2 0 0 0

f g
0 0 0
1 2 1
2 2 0

By following the example of Z4 it can be shown that the minimal neigh-
bourhoods of A are unary and boolean and that the unary sets act on the
boolean via a unary polynomial. So in some very natural way the class of
2-sorted structures of the type 〈S,B; p(x)〉 where S is a set, B is a boolean
algebra and p is a map from S into B can be interpreted into the equational
class generated by A.

Thus in order to establish the undecidability of the equational class
generated by A it will suffice to show that these 2-sorted structures have
an undecidable first order theory. This can be done by interpreting the class
of graphs into it.

Let G = 〈G,E〉 be a graph. So, G is some non-empty set and E is
a symmetric irreflexive relation on it. We need to find a uniform way to
recover G from one of our 2-sorted structures. Let SG be the following
structure: 〈E,P(G); p(x)〉, where P(G) denotes the boolean algebra of all
subsets of G, ordered by inclusion, and p((g1, g2)) = {g1, g2} for any edge
(g1, g2) from E.

The graph G can be recovered from SG by noting that we can identify
the elements of G with the atoms of the boolean algebra P(G) and that
two elements g1 and g2 are E-related if and only if there is some element x
in the first sort of SG such that p(x) = {g1} ∪ {g2}.

This was a rather contrived example, but the point is that something
like this can be accomplished whenever we have two different kinds of min-
imal neighbourhoods interacting in a non-trivial way. The actual condition
that is being illustrated by the two examples is the failure of a transfer
principle.
Definition 2.1 We say that the finite algebra A satisfies the (i , j ) trans-
fer principle if whenever α ≺ β ≺ γ in the congruence lattice of A with
typ(α, β) = i and typ(β, γ) = j then there is some cover δ of α in the
congruence lattice of A with typ(α, δ) = j .

Notice that the (2 ,3 ) transfer principle fails in Z4 and that the (3 ,1 )
transfer principle fails in the algebra A. The following theorem establishes
a strong connection between transfer principles and decidability:
Theorem 2.2 ([15]) Let A be a finite algebra in which the (i , j ) transfer
principle fails for some i and j . Then any equational class which contains
A is undecidable.
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3. Decomposition

The fact that neighbourhoods of different types cannot significantly interact
with each other in a finite algebra belonging to a decidable equational class
has some rather strong global consequences. It allows one to develop the
notion of a radical in an arbitrary finite algebra, in the following way.

Let A be a finite algebra and let k be some integer between 1 and 5.
Define the radical of type k, ρk, of A to be the largest congruence of A
such that the local behaviour of its congruence classes is all of type k, i.e.,
if α ≺ β ≤ ρk then typ(α, β) = k. It is shown in [13] that in the presence
of the transfer principles the radicals are well defined.

In order to illustrate further consequences of the transfer principles,
assume that A is a finite algebra which only exhibits local behaviour of type
2 (affine) and 3 (boolean). By the maximality of ρ2 (the affine radical) it
follows that if α is any congruence covering ρ2 then the local behaviour
of A relative to (ρ2, α) must not be of affine type, and hence must be of
boolean type. Thus, in the quotient A/ρ2, the minimal congruences are all
of boolean type. By appealing to the (3 ,2 ) transfer principle it follows
that in fact the type set of the quotient is {3 }, i.e., A/ρ2 exhibits no affine
behaviour locally. Similarly it can be shown that modulo ρ3, the boolean
radical, A exhibits only affine behaviour locally.

Notice that from these observations, we can gather that ρ2 ∨ ρ3 = 1A

and that ρ2 ∧ ρ3 = 0A. If not, suppose that ρ2 ∨ ρ3 ≤ γ ≺ 1A and consider
the possibilities for typ(γ, 1A). Since γ is above ρ2 then the type must be
3 and since it is also above ρ3 then the type must be 2 , a contradiction.
The fact that these two radicals are complementary is almost enough to
conclude that A is isomorphic to A/ρ2 ×A/ρ3. Of course we also need to
know that the two radicals permute, and this is established by Kearnes in
[13].

To effect a decomposition on the level of equational classes (and not
just for finite algebras) properties beyond the transfer principles need to be
established. Kearnes [13] shows that one need only verify that the radicals
satisfy a certain hereditary property.

A feature of the decomposition theorem for locally finite decidable equa-
tional classes is that if a locally finite equational class fails to decompose
then the class of graphs can be interpreted into it. As a result we have the
following corollary:

Corollary 3.1 If V is a locally finite equational class and is stable (or has
few models in some infinite cardinal) then V = V1⊗V2 where V1 is a strongly
abelian equational class and V2 is an affine equational class.

Using this corollary as a starting point, Hart, Starchenko and the au-
thor were able to completely analyze the spectrum function of an arbitrary
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equational class (in a countable language) and obtain a generalization of
the corollary to arbitrary equational classes. In [6] the following is proved:
Theorem 3.2 If V is an equational class in a countable language with V
superstable or with V having few models in some infinite cardinal, then
V = V1 ⊗ V2 where V1 is a strongly abelian equational class and V2 is an
affine equational class.

4. Discriminator varieties

The discriminator function on a set A is the function tA(x, y, z) defined
by:

tA(x, y, z) =
{

z if x = y
x if x 6= y

Call a term t(x, y, z) of an algebra A a discriminator term if its inter-
pretation as a function on A is the discriminator function. Note that any
algebra with a discriminator term is hereditarily simple.

Example 4.1 If F is a finite field then the following is a discriminator
term for it:

(x− y)nx + [1− (x− y)n]z,

where n is some positive integer such that xn = 1 for all nonzero x.

An equational class V is a discriminator variety if there is some 3
variable term t(x, y, z) which is a discriminator term on any subdirectly
irreducible member of V. Equivalently, V will be a discriminator variety if
V = HSP(K) for some class K for which there is a term t(x, y, z) which is a
discriminator term for each A ∈ K.

It follows that if V is discriminator then the class VSI of subdirectly
irreducible members of V is a universal class, i.e., one that is axiomatized
by universal first order sentences. Namely, the formula

∀x, y, z (t(x, x, z) ≈ z ∧ [x 6≈ y → t(x, y, z) ≈ x])

axiomatizes the subdirectly irreducible members of V modulo the equations
defining V. Thus, at the heart of a discriminator variety is a universal class.
We can use this to describe all discriminator varieties in terms of universal
classes as follows.

Let K be some universal class of algebras over the language L and let Lt

be the language obtained by adjoining the new 3 variable operation symbol
t to L. For A ∈ K, let At denote the expansion of A to the Lt algebra with t
interpreted as tA. If we letKt be the collection of all of these expansions then
we see that the equational class generated by Kt is a discriminator variety
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and furthermore, every discriminator variety is definitionally equivalent to
an equational class of this form. If K consists of locally finite algebras, then
the resulting equational class, V(Kt), will also be locally finite.

Thus the original problem of characterizing the decidable locally finite
discriminator varieties is equivalent to the following:
Problem 4.2 For which locally finite universal classes K is the discrimi-
nator variety V(Kt) decidable?

I suppose that the first partial solution to this problem can be attributed
to Tarski. By proving that the theory of boolean algebras is decidable, he
essentially showed that ifK consists of the 2 element pointed set 〈{0, 1}, 0, 1〉
then V(Kt) is decidable. This is because the class of all boolean algebras
is generated by the 2 element boolean algebra, and this algebra is term
equivalent to 〈{0, 1}, 0, 1〉t.

It wasn’t until Comer developed some sheaf-theoretic tools in the 1970’s
that more general results were proved. Using Comer’s tools [4], Werner [18]
proved that if K is any finite set of finite algebras then V(Kt) is decidable,
that is, he showed that every finitely generated discriminator variety is
decidable.

Beyond the finitely generated discriminator varieties, perhaps the sim-
plest one is the pure discriminator variety, V(SETSt). McKenzie showed
that this equational class is also decidable, and then subsequently, Burris
recognized that the key property of SETS used in McKenzie’s proof was
the homogeneity of this class.
Definition 4.3 A structure A is said to be homogeneous over the subuni-
verse A0 if for all finitely generated subalgebras B, B′ of A with B ∩A0 =
B′ ∩ A0, every isomorphism between B and B′ fixing B ∩ A0 pointwise
extends to an automorphism of A fixing A0 pointwise.

A is said to be homogeneous if it is homogeneous over the subuniverse
of A generated by the empty set. A class K is homogeneous if each of its
members is.

In [2] McKenzie’s result for SETS is lifted to homogeneous universal
classes.
Theorem 4.4 Let K be a universal class of locally finite algebras over a fi-
nite language which is finitely axiomatizable and homogeneous. Then V(Kt)
is decidable.

A feature of a discriminator variety V and one that is employed in the
study of the decidability question is that every A ∈ V can be represented
as a sheaf in the following manner.
Definition 4.5 Let X be a stone space (a compact Hausdorff topology hav-
ing a basis of sets both closed and open) and for each x ∈ X let Ax be an
algebra. We say that A ≤ ∏

x∈X Ax is a boolean product of the Ax’s if
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1. A is a subdirect product of the Ax’s,
2. For any f, g ∈ A, their equalizer, that is, the set [[f = g]] = {x ∈ X :

f(x)=g(x)}, is a clopen subset of X.
3. (Patchwork property) Let N ⊆ X be clopen and a, b ∈ A. Then the

function a|N ∪ b|X\N ∈ A.

The following theorem provides a crucial link between the algebras in a
discriminator variety and boolean algebras. A proof of it can be found in
[3].
Theorem 4.6 (Bulman-Fleming, Keimel, Werner) If V is a discriminator
variety and A ∈ V then A is isomorphic to a boolean product of subdirectly
irreducible members of V.

A key step in the proof of Theorem 4.4 is to establish a variant of the
Feferman-Vaught theorem relating the theory of a product of algebras to
the theory of the factors. The reader is encouraged to consult section 9.6
of [8] for a good discussion of this topic. In the case of boolean products,
the index set carries some additional structure and so what is established
is a little more complicated.

Recall from Stone duality that open sets in a Stone space X correspond
to ideals in the dual space, BX, the boolean algebra of clopen sets of X.
For our purposes, open sets derived from quantifier free types and the
corresponding ideals will play a role in the proof of Theorem 4.4.

Let K be a locally finite universal class of finite algebras over a finite
language and let A ≤ ∏

x∈X Ax be a boolean product of algebras Ax from
K. Since K is universal and locally finite then every quantifier free n-type
q(x̄) of K is essentially a single quantifier free formula and for each n, there
are only finitely many quantifier free n-types.

For such a type q(x̄), it can be shown that the set

OA
q = {x ∈ X : Ax realizes q}

is an open subset of X. This is because OA
q is a union of the clopen sets

[[q(ā)]] = {x ∈ X : Ax |= q(āx)}.
If we set IA

q to be the ideal of BX corresponding to OA
q then the variation

of the Feferman-Vaught result that is employed in the proof of 4.4 is:

Lemma 4.7 There is an algorithm which converts each sentence φ of A
into a sentence Φ in the language of boolean algebras with a countable set of
distinguished ideals {Iq : q is a quantifier free type of K} such that A |= φ
if and only if Φ is true in the structure

〈BX, IA
q : q a quantifier free type of K〉.
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Let’s consider the example with K equal to the class of algebras having
a single unary function f(x) which satisfies the equation f(f(x)) ≈ x. If
A ≤ ∏

x∈X Ax is a boolean product of algebras from K, then let B(A) be
the companion structure referred to in the previous lemma. We claim that
the formula φ equal to

∃x(f(x) ≈ x)

will hold in A if and only if the formula 1 ∈ I holds in B(A), where I is
the ideal corresponding to the quantifier free type q(x) of A determined by
the formula f(x) ≈ x.

If f(a) = a for some a ∈ A then for all x ∈ X, f(ax) = ax and so each
Ax realizes q(x). Thus OA

q = X or, equivalently, 1 ∈ I. Conversely, if 1 ∈ I
then Ax realizes q for all x ∈ X and so, for each x there is some ax ∈ Ax

with f(ax) = ax. Since A is a subdirect product of the Ax’s then for each
x we can find âx ∈ A with âx taking on the value ax at x.

Thus the clopen sets [[f(âx) = âx]] cover X and so there is a refinement
of this cover to a finite clopen partition of X. Using the patchwork property
we can then build some a ∈ A with f(a) = a. This simple example serves
to indicate how the boolean product structure can be exploited but it un-
fortunately doesn’t indicate how the homogeneity of K comes into play in
the proof.

One may wonder whether the homogeneity of K is also necessary in
order to ensure that V(Kt) is decidable. Of course the result of Werner
shows that this is not so, since every finite collection of finite structures K
gives rise to a decidable V(Kt). So, some modified notion of homogeneity is
required. One successful generalization is due to Willard ([19]).

Definition 4.8 Let K be and let A ∈ K. An algebra A is said to be locally
homogeneous over the subalgebra A0 if every finitely generated subalgebra
D is homogeneous over D ∩A0.

A locally finite universal class K in a finite language is almost locally
homogeneous if there is some finite collection K0 of finite algebras from
K closed under the taking of subalgebras such that for all A ∈ K, A is
locally homogeneous over every subalgebra A0 maximal with respect to the
property of being isomorphic to some member of K0.

Clearly every homogeneous or finite class of finite structures is almost
locally homogeneous. In [19], Willard proves:

Theorem 4.9 If K is a finitely axiomatizable, locally finite universal class
over a finite language and is almost locally homogeneous then V(Kt) is
decidable.

The obvious question to ask at this point is if almost local homogeneity
is the sought after necessary condition for decidability. The answer is no,
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but Willard shows that when considering only unary structures then the
answer is yes. A motivating example for his work is the following one. Let
K be the class of structures having a single unary operation f(x) such that
for all x and y, f(f(x)) = f(x) and if f(x) 6= x and f(y) 6= y then x = y.

It is not hard to see that K is not almost locally homogeneous, and that
there are formulas µ(x), τ(x) and ψ(x) and A ∈ K having a subalgebra S
satisfying:

− ∀x(τ(x) → µ(x)),
− µA ∩ S = M is infinite,
− τA ∩ S = T is finite,
− M = ∪{σ(T ) : σ ∈ AutM (S)}, and
− ψA is nonempty and contains no elements from S.

Just set A to be the algebra with universe the natural numbers and with
f(n) = n for all n > 0 and f(0) = 1 and S to be the subalgebra with
universe all positive integers. By setting µ(x) to be x ≈ x, τ(x) to be
∃y(x 6≈ y ∧ f(y) ≈ x) and ψ(x) to be f(x) 6≈ x it is a simple matter to
verify the above conditions.

In [19], Willard shows that whenever the above configuration can be
found in a locally finite universal class K then the equational class V(Kt) is
undecidable. Beyond unary structures, there are examples of locally finite
universal classes K which are not almost locally homogeneous but which
nevertheless give rise to decidable discriminator varieties. In [20], Willard
develops a weaker notion of homogeneity to handle some of these other
classes, and in particular shows that this weaker notion is sufficient to
handle any locally finite universal class of lattices. An example of such a
class is the smallest universal class of lattices which contains the lattice Mω

ω

pictured in Figure 1.
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This class is not almost locally homogeneous but does give rise to a
decidable discriminator variety. It remains open whether this weaker notion
of homogeneity found in [20] is the ultimate one needed to characterize those
locally finite universal classes K such that V(Kt) is decidable.

5. Finite Decidability

A variation on the problem of characterizing those equational classes V
which have a decidable first order theory is that of determining those V
such that the first order theory of the class of finite algebras in V, Vfin, is
decidable. Such an equational class is called finitely decidable.

Since the standard technique for establishing the undecidability of an
equational class is by interpreting the class of finite graphs into it then
not surprisingly the proof of Theorem 1.2 on decidable locally finite equa-
tional classes sheds considerable light on the structure of finitely decidable
equational classes. Nevertheless there are some subtle differences between
the two notions of decidability and so some time will be spent in this sec-
tion discussing some of the difficulties encountered while studying finite
decidability.

There are finitely generated equational classes which are undecidable
but which still admit a nice structure theorem for its finite members. A
good example of this is the equational class of rings generated by Z4. In
Section 2 it is indicated why this equational class has an undecidable theory.
However, the finite rings in this class are easily describable in terms of a
finite sequence of finite vector spaces over the 2 element field and so have
nice structure.

Problem 5.1 Under what conditions will a finite algebra A generate an
equational class whose finite members have a nice structure, or a decidable
first order theory?

A good way to approach this problem is by trying to answer the opposite
question, that is, how can non-structure in Vfin be recognized? Certainly,
the class of all finite graphs Gfin is a highly non-structured class and so it
should be agreed that if we can interpret Gfin into Vfin in some uniform way
then Vfin can be said to be unstructured. The notion of interpretation which
will be used here is that of semantic embedding. The books [3, 1] may be
consulted for a description of this type of embedding.

Definition 5.2 A finitely generated equational class V is said to be finitely
unstructured if the class Gfin can be semantically embedded into Vfin.

The 3 element algebra presented in Section 2 generates a finitely un-
structured equational class, since a first order method of interpreting finite
graphs into the finite members of this class was demonstrated. In fact if the
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(1 ,2 ) or (2 ,1 ) transfer principle fails in a finitely generated equational
class then it is finitely unstructured ([16]). As the example of Z4 indicates,
not all transfer principle failures force an equational class to be finitely
unstructured, since the (2 ,3 ) transfer principle fails in Z4.

With our definition of non-structure in place, one can now ask what
equational classes which are not finitely unstructured look like. This ques-
tion has received a lot of attention over the past few years and is close
to being answered. If we assume that our equational class is congruence
modular then, as will be seen, being not finitely unstructured corresponds
to having a rather nice structure.

Theorem 5.3 (Idziak, Jeong [11], Valeriote ) Let A be a finite algebra
which generates a congruence modular equational class V. If V is not finitely
unstructured then

1. V is congruence permutable.
2. Every subdirectly irreducible algebra in V has size bounded by n +

(nnn+3
)!, where n is the size of A.

3. if S is a subdirectly irreducible member of V then, where µ is the small-
est nontrivial congruence of S (called the monolith of S) and ν is the
centralizer of µ, we have

(a) ν is abelian.

(b) ν is comparable to all congruences of S.

(c) The congruences of S above ν are linearly ordered by inclusion.

(d) There are no abelian quotients above ν.

This theorem is nothing more than an enumeration of several ways
in which a finitely generated congruence modular equational class can be
finitely unstructured. Not surprisingly, there are other reasons, but what is
surprising is that this list has been shown by Idziak ([10]) to be complete.
He proves that if V satisfies all of the above conditions then Vfin has nice
structure.

Let’s see what some of the consequences of these conditions are by exam-
ining the structure of a finite algebra B which belongs to a finitely generated
congruence modular equational class which is not finitely unstructured. By
using tame congruence theory, we know that B has a largest solvable con-
gruence ρ, called the (solvable) radical of B. The conditions of the theorem
imply that ρ is abelian and so, by using a variant of Theorem 1.5, we have
that the cartesian product of the ρ-classes can be regarded as a module.

Above ρ there are no abelian intervals and condition 3 of the theorem
implies that the set

TB = {θ ≥ ρ : θ is meet irreducible in Con B}
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forms a finite tree under inclusion. Here is why: if θ ∈ TB then B/θ is
subdirectly irreducible with no abelian congruences and so the congruence
lattice of B/θ is a chain. This shows that TB is a union of chains with a
common largest element and so is a tree. The tree TB is one of the invariants
which will be used to describe B.

For each γ ∈ TB, Idziak shows how to find a congruence γ̄ ≤ γ of B
with γ abelian over γ̄. This leads to a module Mγ , naturally formed on the
γ/γ̄ classes. So, we can now regard our tree TB as being labeled by finite
modules in some compatible manner.

This labeled tree is almost enough to recover the algebra B, but what
is lacking is some encoding or description of the subdirectly irreducible
algebras B/γ for γ in TB. One of the conditions of the theorem asserts
that V has only finitely many subdirectly irreducibles and that they are
all finite, and so, a suitable, large finite amalgam D of the subdirectly
irreducible algebras of V can be constructed (independent of B).

One of the features of this amalgam is that there will be a monotone
map Θ : TB → Con D which satisfies certain compatibility conditions,
such as D/Θ(γ) ≈ B/γ for all γ. One way to regard this is that we have
added a further label to each node of TB, namely the congruence Θ(γ) of
D.

Idziak shows how to reconstruct the algebra B from the doubly-labeled
tree TB in a very regular way, using a sheaf construction. I will indicate how
this is done under the assumption that there are no modules present in the
labeling. This amounts to assuming that the equational class in question is
not only congruence modular, but actually congruence distributive.

What we start with is the amalgam D, a tree T and a monotone map Θ
from T to Con D. From this information we can build an algebra D[T, Θ]
in the following way. First define D[T, Θ]∗ to be the subalgebra of DT

consisting of all elements a such that (a(t), a(s)) ∈ Θ(s) for all t ≤ s ∈ T .
Let Ω be the congruence on D[T, Θ]∗ defined by:

(a, b) ∈ Ω if and only if (a(s), b(s)) ∈ Θ(s) for all s ∈ T .
Finally, define D[T, Θ] to be D[T, Θ]∗/Ω. The following proposition notes
some significant features of this construction.

Proposition 5.4 1. D[T, Θ] is isomorphic to a subdirect product of the
factors D/Θ(s), for s ∈ T . So, if T and Θ arise from some algebra B
as described above, then the algebra D[T, Θ] will be in the equational
class generated by B.

2. D[T, Θ]∗ has open equalizers, i.e., for a, b ∈ D[T, Θ]∗, [[aΘb]] = {t ∈
T : (a(t), b(t)) ∈ Θ(t)} is open in the order topology on T .

3. D[T, Θ]∗ has the patchwork property, i.e., if {Oi : i ≤ k} is an open
cover of T and fi ∈ D[T, Θ]∗ for i ≤ k then there is some f ∈ D[T, Θ]∗
such that f |Oi = fi|Oi.
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Note the similarities between this construction and the boolean prod-
uct construction discussed in the previous section. The significance of this
construction is given by the next theorem, proved by Idziak in [9].

Theorem 5.5 Let V be a finitely generated congruence distributive equa-
tional class. If V is not finitely unstructured then there is a finite algebra
D such that every finite algebra A ∈ V is isomorphic to D[T, Θ] for some
finite tree T and monotone map Θ from T to Con D.

In [10], Idziak extends this result to handle the congruence modular
case. There the construction is complicated by the existence of modules,
but nevertheless a construction similar to that of D[T, Θ] can be accom-
plished. One immediate corollary of this is that we now can rightfully state
that being not finitely unstructured (in the finitely generated congruence
modular case) is equivalent to having a nice structure theorem for the finite
members of the equational class.

Not so easy to establish is a connection with decidability. Of course, if V
is finitely unstructured, then the class of finite graphs can be semantically
embedded into V, thereby showing that V is finitely undecidable. For a pos-
sible converse to this, one must consider the first order theory of structures
of the form D[T, Θ] (or D[T, Θ, {Mt : t ∈ T and Mt a finite module}] in
the congruence modular case).

Idziak applies a Feferman-Vaught analysis to these structures to effec-
tively reduce the first order theory of the class of finite algebras in a finitely
structured equational class to the monadic second order theory of finite
trees (a decidable theory) and the first order theories of finite modules over
a finite number of finite rings determined by V.

Theorem 5.6 Let V be a finitely generated equational class.

1. If V is congruence distributive then it is finitely decidable if and only
if it is finitely structured.

2. If V is congruence modular, then there is a finite collection of finite
rings Ri, i ≤ n, for some n, effectively computable from any finite
generator of V, such that V is finitely decidable if and only if the class
of Ri modules is finitely decidable for all i ≤ n.

Beyond the congruence modular case, much work has been done. Pre-
liminary results ([17, 12]) suggest that theorems similar to Theorems 5.3,
5.5 and 5.6 are likely. We saw in going from the distributive to the modular
case that finite modules had to be considered and it seems unavoidable that
in going from the modular case to the general case unary structures will
play a key role.
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