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1. Introduction

In this paper, variety means a class of similar algebras—i.e., models of one first-
order language without relation symbols—which is defined by the satisfaction of
some fixed set of equations. A variety is locally finite if all of its finitely gener-
ated members are finite. Following J. Berman and P. Idziak [2], the G-spectrum, or
generative complexity, of a locally finite variety C, is the function GC defined on pos-
itive integers so that GC(k) is the number of non-isomorphic (at most) k-generated
members of C.

The G-spectrum of C is a non-decreasing function from and to positive integers.
The interest in this function as an invariant of a locally finite variety is tied to
the fact, exhaustively demonstrated in J. Berman and P. Idziak [2], that the rate
of growth of GV is closely related to numerous structural and algebraic properties
of the members of V. Among other results, [2] contains a characterization of the
finitely generated varieties V which omit type 1 and possess a G-spectrum GV(k)
bounded by a singly exponential function 2p(k) for some polynomial p(k).

In this paper, we characterize the locally finite varieties which possess a G-
spectrum bounded by a polynomial function. The literature contains two other
papers dealing with these varieties. M. Bilski [4], characterizes the finitely generated
varieties of semigroups with polynomially bounded G-spectrum. P. Idziak and R.
McKenzie [6] prove that if a locally finite variety V omits type 1 then GV(k) ≤ kC
for some C > 0 and for all integers k > 1 iff V is polynomially equivalent to the
variety of all unitary left R-modules for some finite ring R of finite representation
type.

This paper is a continuation of P. Idziak, R. McKenzie [6]. Here we extend
the result to arbitrary locally finite varieties; and we prove that such a variety
has polynomially bounded G-spectrum if and only if it decomposes into a varietal
product A ⊗ S1 ⊗ · · · ⊗ Sr where A is polynomially equivalent to the variety of
unitary left R-modules over a finite ring R of finite representation type, and for
1 ≤ i ≤ r, Si is equivalent to a matrix power of the variety of Hi-sets with some
constants, where Hi is a finite group.

The arguments in this paper show that if a locally finite variety V fails to de-
compose as V = A ⊗ S with A affine and S strongly Abelian, then GV(k) ≥ 2k

C

,
for some positive C and for all k > 1. We do not know if this statement remains
true when 2k

C

is replaced by 2C
√
k. Our arguments also demonstrate that if S is
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strongly Abelian and locally finite and fails to decompose into a finite product of
varieties equivalent to varieties of H-sets with constants, for finite groups H, then
GS ≥ 2C

√
k for some positive C and all k > 1.

We do not know if there exists a locally finite variety D such that GD grows
faster than kC and slower than 2k

C

for all positive constants C. Our arguments
imply that such a variety exists if and only if for some finite ring R with unit, the
variety of unitary left R-modules has this property.

By combining the results of [2] and [6] and specializing them to groups and rings,
we get the following:

• every finitely generated variety of groups has at most doubly exponential
G-spectrum,
• a finitely generated variety of groups has singly exponentially bounded G-

spectrum if and only if it is nilpotent,
• a locally finite variety of groups has polynomially bounded G-spectrum if

and only if it is Abelian,
• every finitely generated variety of rings has at most doubly exponential
G-spectrum,
• a finitely generated variety of commutative rings with unit has singly ex-

ponentially bounded G-spectrum iff the Jacobson radical in the generating
ring squares to 0,
• no non-trivial variety of rings with unit has polynomially bounded G-

spectrum.

The chief result of this paper solves Problems 1, 4, 5 and 6, and part of Problem
11 in J. Berman, P. Idziak [2].

2. Basic concepts and pre-requisites

The concepts and results of tame congruence theory underlie nearly all of our
work in this paper. The reader will need to be well-acquainted with this theory.
We will make frequent reference to D. Hobby, R. McKenzie [5], which is the basic
source for this theory and, as well, contains a brief introduction to the basic concepts
and terminology of universal algebra that we employ. The following remarks are
intended merely to give the reader who is unfamiliar with these subjects a clearer
idea of what this paper accomplishes.

Among other things, tame congruence theory provides a classification of the local
behavior of finite algebras, relativized to congruence classes, into one of five possible
types: (1) Unary, (2) Vector Space, (3) Boolean, (4) Lattice, and (5) Semilattice.
More precisely, if β is a congruence of a finite algebra A (i.e., an equivalence relation
over the universe of A which is compatible with the operations of A) then modulo
any congruence α of A that β covers in the lattice of congruences of A, the local
structure that A induces on each non-trivial β class is equivalent to one of the five
listed types. This allows one to label the congruence lattice of a finite algebra using
the type labels 1 through 5, and to speak of a finite algebra, or class of algebras
omitting or admitting certain local types. As Hobby and McKenzie demonstrate,
the labelled congruence lattice of a finite algebra determines very deep aspects of
the structure of that algebra.
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A variety is a class of similar algebras—i.e., models of one first-order language
without relation symbols—which is identical to the class of all models of this lan-
guage which satisfy some fixed but arbitrary set of equations. By G. Birkhoff’s
HSP-theorem, a variety is the same thing as a non-void class of similar algebras
closed under the formation of direct products, subalgebras, and homomorphic im-
ages. An algebra is locally finite if all of its finitely generated subalgebras are finite;
and a variety is locally finite if all of its finitely generated members are finite. A
variety is non-trivial if it has an algebra of more than one element. The typeset of a
variety is the set of all tame congruence theoretic types that are admitted by some
finite algebra in the variety.

A variety V is the varietal product of its subvarieties V0 and V1, written V =
V0 ⊗ V1, if and only if V = HSP (V0 ∪ V1) and there is a binary term t(x, y) in
the language of V such that Vi is the class of models of the equation t(x0, x1) = xi
in V, for i ∈ {0, 1}. If V = V0 ⊗ V1, then every algebra in V is canonically a
direct product, A ∼= A0 ×A1, of algebras Ai ∈ Vi. In particular, the free algebra
FV(2) is isomorphic to FV0(2) × FV1(2). This has the consequence that if V is
any non-trivial locally finite variety, then there is a finite sequence of non-trivial
varieties V0, . . . ,Vn−1, each indecomposable under the varietal product, such that
V = V0 ⊗ V1 ⊗ · · · ⊗ Vn−1. The collection {V0, . . . ,Vn−1} of indecomposable (non-
trivial) subvarieties of which V is the product, is unique.

To characterize the locally finite varieties with polynomially many models (i.e.,
with polynomially bounded G-spectrum) amounts to characterizing the indecom-
posable locally finite varieties with polynomially many models, since if V = V0 ⊗
V1⊗· · ·⊗Vn−1 then for all k, GV(k) = GV0(k)GV1(k) · · ·GVn−1(k). Our chief result
amounts to the assertion that the only indecomposable locally finite varieties with
polynomially many models are the varieties of G-sets over finite groups, varieties of
modules over finite rings of finite representation type, and the varieties that can be
obtained from these two types by inessential modifications of their unary functions
and by forming matrix powers.

Our result implies that each locally finite variety with polynomially many mod-
els consists of Abelian algebras. A variety of H-sets consists of strongly Abelian
algebras. The major part of this paper is taken up by a very long proof that every
locally finite variety with polynomially many models is Abelian. These are technical
but very natural concepts for general algebras, which we will now explain.

Two polynomial functions f0, f1 of an algebra A are called twins if, for some
m, there is a term t(x, y0, . . . , ym−1) of the language of A and m-tuples ā0, ā1 of
members of A such that fi(x) = t(x, āi) (i ∈ {0, 1}) holds for all x in A. An algebra
A is said to be Abelian iff every pair of twin polynomial functions of A which agree
at one point in A agree everywhere. An algebra A is said to be strongly Abelian
(or combinatorial) iff every pair of twin polynomial functions of A are either equal,
or have disjoint ranges.

One further concept we feel compelled to introduce here is that of a locally
solvable algebra. Let θ be a congruence of an algebra A. Polynomial functions
f0, f1 of A are said to be θ-twins iff there is a term t(x, ȳ) and tuples āi such that
ā0j ≡ ā1j (mod θ) for all j and fi(x) = t(x, āi). The congruence θ is said to be
Abelian iff for every block B of θ and for every pair of θ-twin polynomial functions
f, g, if f(x) = g(x) for one x ∈ B then f(x) = g(x) for all x ∈ B.
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Finally, an algebra A is said to be locally solvable iff for every congruence θ of A,
every minimal (non-identity) congruence of the quotient algebra A/θ is Abelian.
It is proved in D. Hobby, R. McKenzie [5] (Chapter 7) that a locally finite algebra
A is locally solvable iff it does not have a binary polynomial operation x ∧ y and
two distinct elements a, b such that a ∧ a = a ∧ b = b ∧ a = a and b ∧ b = b.

3. Preview

Throughout this manuscript, we assume that V is a locally finite variety and C
is a positive integer such that for all n ≥ 2, we have GV(n) ≤ nC . Our aim is to
prove that V has a decomposition as claimed in the abstract.

First, it will be shown that the algebras in V are locally solvable. In tame
congruence theoretic terms, this is equivalent to showing that the typeset of V is
contained in {1,2}. Next, we shall show that V is Abelian. This fact is non-trivial,
and our proof of it occupies many pages; the next five sections of this manuscript
contain our proof that all algebras in V are Abelian. Then, we prove in Section 8
that V has the (1,2)- and the (2,1)-transfer principles. With these results in hand,
we can apply a result of K. Kearnes to conclude that V decomposes as the varietal
product of a strongly Abelian and an affine variety.

Finally, we show in Section 9 that the conditions stated in the abstract are the
necessary and sufficient conditions on a locally finite affine variety A and a locally
finite strongly Abelian variety S in order that GA⊗S be bounded by a polynomial
function. The result for affine varieties is borrowed from P. Idziak, R. McKenzie [6].
The result for strongly Abelian varieties is obtained by making minor modifications
to some of the arguments appearing in R. McKenzie, M. Valeriote [15].

Notation: The following concepts and notation will be used throughout this paper.
For any sets B ⊆ X, and elements a, b in an algebra A, we define a member of AX :
[a, b]B denotes the function f ∈ AX such that f(x) = b for x ∈ B and f(x) = a for
x ∈ X \B. Then for x ∈ X, we use [a, b]x to denote [a, b]B with B = {x}. For any
set C ⊆ A and algebra D ⊆ AX , we write D(C) for the set D ∩CX . If ∅ 6= C ⊆ A
and A is locally finite, we define ΠA(C) to be the group of all permutations σ of
C such that for some polynomial p(x) of A, p|C = σ. We use TwA(C) to denote
the group of all σ ∈ ΠA(C) such that for some polynomial p(x, ȳ) of A, there are
c̄, d̄ such that for all x ∈ C, p(x, c̄) = σ(x) and p(x, d̄) = x (the group of “twins of
the identity” on C).

4. V is quasi-Hamiltonian

A locally finite variety is called quasi-Hamiltonian by K. Kearnes [10] iff every
maximal subuniverse of a finite algebra A in the variety is a congruence block of
A. In [10], it is shown that this property is equivalent to several others, among
them the property that if e1 and e2 are twin idempotent unary polynomials of an
algebra A, then e1e2e1(A) = e1(A). Using the arguments of [10], it is easy to show
that this is equivalent to: for every term t(x, ȳ), the implication

{t(x1, ȳ1) = t(x1, ȳ2) = t(x2, ȳ1) = x1 and t(x2, ȳ2) = x2} ⇒ x1 = x2

is valid in the variety.

Theorem 4.1. V is quasi-Hamiltonian.
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Proof. Assuming that this fails, we have a finite algebra A ∈ V and a term and
elements for which

t(a, c̄) = t(a, d̄) = t(b, c̄) = a 6= b = t(b, d̄) .

For n > 0, let X be a set of cardinality 2n and let {Xi,j : 0 ≤ i < n, 0 ≤ j ≤ 1}
be a system of 2n subsets of X so that for all x ∈ X there is a function p :
{0, 1, . . . , n− 1} → {0, 1} such that

{x} =
⋂
i<n

Xi,p(i) .

For example, we can take Xi,0 and Xi,1 to be Bi and its complement, where
B0, . . . , Bn−1 is a set of generators of the Boolean algebra of all subsets of X.

Now where c̄ = 〈c0, . . . , ck−1〉 and d̄ = 〈d0, . . . , dk−1〉, for

(i, j) ∈ {0, . . . , n− 1} × {0, 1} and 0 ≤ ` < k ,

take g`i,j = [c`, d`]Xi,j
. Let K be the subalgebra of AX generated by the set of all

such functions g`i,j and the constant function 〈b〉. Thus K is a 2kn + 1-generated
algebra in V. We claim that K has at least 2n + 1 non-isomorphic homomorphic
images, all of which, of course, are 2kn + 1-generated algebras in V. This will
contradict our assumption thatGV(2kn+1) ≤ (2kn+1)C , and so prove the theorem.

The first step toward proving the claim is to observe that for all x ∈ X, the
function [a, b]x belongs to K. Indeed, suppose that

{x} =
⋂
i<n

Xi,p(i) .

Let ḡi,j = 〈g0
i,j , . . . , g

k−1
i,j 〉. Then note that

[a, b]x = t(t(· · · t(〈b〉, ḡ0,p(0)), ḡ1,p(1)), . . . ḡn−1,p(n−1)) .

This proof shows that also 〈a〉 ∈ K.
Now enumerate X as x0, . . . , xm−1, m = 2n. Then for 0 ≤ u ≤ 2n, let Xu =

{x0, . . . , xu−1} and let Ku be the projection of K into the algebra AXu . Now for
u < 2n, the projection onto Ku maps 〈a〉 and [a, b]xu

to the same element, whereas
the projection onto Ku+1 does not. Hence we have

|K0| < |K1| < |K2| < · · · < |Km| ,

proving the claim. �

Corollary 4.2. V is locally solvable.

Proof. Suppose not. Then V has a finite algebra A with elements a and b and a
polynomial x ∧ y such that

a ∧ a = a ∧ b = b ∧ a = a 6= b = b ∧ b .

This contradicts Theorem 4.1. �
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5. V is Abelian: outline of the proof

Should V possess a non-Abelian algebra, it would have a finite such algebra of
minimum cardinality. Assume that S is such an algebra. Then, as is easy to see,
S is subdirectly irreducible and for every congruence θ > 0S of S, the quotient
algebra S/θ is Abelian.

Let µ denote the monolith of S (i.e., the smallest nonzero congruence of S). Then
µ is Abelian (a consequence of Corollary 4.2), S/µ is Abelian, and S is not Abelian.
We must somehow use our assumption that GV is polynomially bounded to show
that no algebra with these properties can belong to V. The Abelian congruence µ
would be either of type 1 or type 2 (see D. Hobby, R. McKenzie [5]). Our arguments
to rule out each of the two cases will be quite different. They are given in the next
three sections. The type 1 case proves to be much the more difficult. For the type
2 case, we are able to employ a modification of the argument we used in P. Idziak,
R. McKenzie [6].

In both cases, we will be employing various constructions that convert equiva-
lence relations to algebras in such a fashion that the equivalence relation can be
recovered from the resulting algebra considered abstractly. More precisely, we will
have, for every structure (X,E) consisting of an equivalence relation E over a fi-
nite set X, a corresponding algebra R(X,E) ∈ V. It is desired that for any two
of these structures (X,E), (X ′, E′), it is the case that R(X,E) ∼= R(X ′, E′) iff
(X,E) ∼= (X ′, E′). We also require that R(X,E) be generated by p(|X|) many
elements where p(x) is a polynomial determined independently of X.

The utility of this lies in the fact that the number of non-isomorphic equivalence
relation structures on an n-element universe X is the same as the number of par-
titions of n, i.e., π(n), and it is known (see G. E. Andrews [1], p. 70) that π(n) is
asymptotic to

1
4n
√

3
e

(
π
√

2n
3

)
;

hence π(n) is not bounded by any polynomial function.
Let X be finite and E be an equivalence relation over X. Let B1, . . . , Bk be

the distinct blocks of E. Then the sequence (|B1|, . . . , |Bk|) is a full invariant of
the structure (X,E). That is, if (X,E) and (Y, F ) are finite equivalence relation
structures, and if (b1, . . . , bk) and (c1, . . . , c`) are their corresponding lists of block
sizes, then (X,E) ∼= (Y, F ) iff (b1, . . . , bk) ∼ (c1, . . . , c`), i.e., iff k = ` and there
is a permutation σ of {1, 2, . . . , k} so that for all 1 ≤ i ≤ k, bi = cσ(i). The
sequence (b1, . . . , bk) of block sizes of E on X, or rather the ∼-equivalence class of
this sequence, is the partition of n = |X| correlated with (X,E). For our needs,
it will be convenient to extend the relation ∼ to the domain of finite “multi-sets”,
by which we mean a function with finite domain and taking only positive integers
as values. If m1 and m2 are two multi-sets with domains D1 and D2, respectively,
then by m1 ∼ m2, we mean to assert the existence of a bijection π from D1 onto
D2 so that for all x ∈ D1, m2(π(x)) = m1(x).

Our goal, under several different sets of hypotheses, will be to construct the
algebras R(X,E) in such a way that there is a uniform procedure that recovers from
R(X,E) a multi-set which is ∼-equivalent to the sequence of block sizes of E on
X. Several times, we will also use these observations: Let (X,E) = (Y, F )× (Z,G),
the direct product of equivalence relation structures. Let ā, b̄, c̄ be multi-sets ∼-
equivalent to the sequences of block sizes of (X,E), (Y, F ), (Z,G) respectively.
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Then ā ∼ b̄ · c̄ where

b̄ · c̄ =
(
b̄(x) · c̄(y) : (x, y) ∈ dom(b̄)× dom(c̄)

)
.

Suppose that c̄′ is another multi-set and suppose that b̄ · c̄ ∼ b̄ · c̄′. Our second
observation is that under this assumption, it follows that c̄ ∼ c̄′. One way to
see this is to use a result contained in L. Lovasz [14]. There is an equivalence
relation structure (Z ′, G′) whose partition of |Z ′| is represented by c̄′. Now (Y, F )×
(Z,G) and (Y, F ) × (Z ′, G′) have the same invariants modulo ∼, hence (Y, F ) ×
(Z ′, G) ∼= (Y, F )× (Z ′, G′). Now Lovasz’ result is that this forces (Z,G) ∼= (Z ′, G′).
Consequently, we have that c̄ ∼ c̄′.

6. Type 2 monolith

We remark that Corollary 4.2 implies that the minimal sets for any type 2
congruence quotient in V are without tails. (See D. Hobby, R. McKenzie [5], Lemma
4.27 (4)(ii); also see K. Kearnes and E. Kiss, [11].)

Beginning with the next lemma, we employ the centralizer notation for congru-
ences, C(α, β; γ), explained in D. Hobby, R. McKenzie [5], (Chp. 3). The lemma
is a corollary to Lemma 3.2 in K. Kearnes [8].

Lemma 6.1. Let A be a finite subdirectly irreducible algebra in V with monolith µ
of type 2. Then C(1, µ; 0) and C(µ, 1; 0).

Proof. It is not hard to show that the failure of either of these conclusions leads to
a failure of the quasi-Hamiltonian property. �

Given an algebra A and set X, we define QX(A) to be the subalgebra of AX

generated by the set of all functions [a, b]x with x ∈ X and a, b ∈ A.

Lemma 6.2. For n ≥ 1, let fA(n) = |QX(A)| where |X| = n. Then if A is finite
and |A| > 1, the function fA is strictly increasing.

Proof. Straightforward, and left to the reader. �

Here is the principal result of this section. Our proof is, in essence, the proof of
Theorem 4 in P. Idziak, R. McKenzie [6]; but since we have to manage without the
modular commutator, the argument is more difficult in its details.

Theorem 6.3. Let A be a finite subdirectly algebra in V with monolith µ of type
2 and assume that A/µ is Abelian. Then A is Abelian.

Proof. Let U be a (0A, µ)-minimal set, and let e(x) be an idempotent polynomial
of A with e(A) = U . Let N be a (0A, µ)-trace in U and choose an element 0 ∈ N .

Let λ be the center (central congruence) of A, so that λ ≥ µ by Lemma 6.1. We
shall argue by contradiction to establish this theorem. So we now assume that A
is not Abelian, which in this context, is equivalent to: λ < 1A.

Let E be any equivalence relation on a finite set X. Let D = QX(A), as defined
above. We use the notation D(N) = D ∩ NX , D(U) = D ∩ UX . Since A|N
is polynomially equivalent to a vector space V with zero element 0, and since D
includes all the elements [0, u]x (x ∈ X and u ∈ N), then D(N) = NX and D|D(N)
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includes among its polynomial operations the polynomial operations of the vector
space VX . We now put

ME = {f ∈ NX :
∑
x∈B f(x) = 0 for all blocks B of E} ,

where these sums are computed in the vector space V. Notice that ME is a subspace
of VX . We define Θ to be the congruence of D generated by all pairs (〈0〉, f) where
f ∈ME (and 〈0〉 denotes the constant function of value 0). We define αE to be the
set of all pairs (f, g) ∈ D2 such that for all polynomials p of D, (ep(f), ep(g)) ∈ Θ.
This is the same as the largest congruence χ of D such that χ|D(U) ≤ Θ. Finally,
we put R = D/αE .

We are going to prove that from R we can recover the structure (X,E) up to
isomorphism.

Claim 0: αE |D(N) = Θ|D(N); and this relation is precisely the set of all pairs
(f, g) ∈ NX ×NX such that f − g ∈ME .

It is clear that αE |D(U) = Θ|D(U), and consequently, αE |D(N) = Θ|D(N). Now if
{f, g} ⊆ NX and f−g ∈ME , then by definition of Θ, we have that (〈0〉, f−g) ∈ Θ,
implying that (f, g) ∈ Θ (or g = g + 〈0〉 ≡ g + (f − g) (mod Θ)). To show
that conversely, (f, g) ∈ Θ|D(N) implies f − g ∈ ME , it suffices to prove that
〈0〉/Θ|D(N) = ME ; and to do this, it suffices to prove that if t(u, w̄) is a term (in
the first order language of A), if {f, g} ⊆ ME and h̄ ∈ Dn, then et(f, h̄) ∈ ME iff
et(g, h̄) ∈ME . Here we use the fact that µ is contained in the center of A.

So assume that {f, g, et(f, h̄)} ⊆ ME . To see that et(g, h̄) ∈ ME , let B be any
block of E. We have that et(f(x), h̄(x)) ∈ N for all x ∈ X, and consequently
et(u, h̄(x)) ∈ N for all u ∈ N and x ∈ X, since N = 0/µ|U . We also have
that

∑
x∈B et(f(x), h̄(x)) = 0. Choose any x0 ∈ B. Since A|N is polynomially

equivalent to V, then there is a scalar λ and some c ∈ N so that

et(u, h̄(x0)) = λu+ c for all u ∈ N ,

calculated in V. Moreover, for any x ∈ B, in the true equation

et(0, h̄(x))− et(0, h̄(x)) = et(0, h̄(x0))− et(0, h̄(x0))

we can replace the first 0 on both sides of the equality by any u ∈ N (using that
C(µ, 1A; 0)) to obtain

et(u, h̄(x))− et(0, h̄(x)) = et(u, h̄(x0))− et(0, h̄(x0)) .

This means that

et(u, h̄(x)) = et(u, h̄(x0))− et(0, h̄(x0)) + et(0, h̄(x)) = λu+ et(0, h̄(x)) .
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Finally, we calculate:∑
x∈B

et(g(x), h̄(x)) =
∑
x∈B
{λg(x) + et(0, h̄(x))}

= λ{
∑
x∈B

g(x)}+
∑
x∈B

et(0, h̄(x))

= λ{
∑
x∈B

f(x)}+
∑
x∈B

et(0, h̄(x))

=
∑
x∈B

et(f(x), h̄(x))

= 0 .

Thus et(g, h̄) ∈ME as claimed.

This concludes our proof of Claim 0. To continue, for any congruence ψ of A,
and x ∈ X, let ψx denote π−1

x (ψ) where πx is the projection of D onto A at x.
Define ψX =

⋂
x∈X ψx.

Claim 1: We have αE ≤ λX and λX/αE is the center of R.

To prove this, suppose first that (f, g) ∈ D2 is not in λX . We shall show that
(f, g) 6∈ αE and that f/αE and g/αE are not related by the center of R. This will
prove that αE ≤ λX and λX/αE contains the center of R.

There exists x0 ∈ X such that (f(x0), g(x0)) 6∈ λ. Then by definition of λ, there
is a term t and elements h̄(x0), k̄(x0) of A such that

t(f(x0), h̄(x0)) = t(f(x0), k̄(x0))↔ t(g(x0), h̄(x0)) 6= t(g(x0), k̄(x0)) .

(Note that we are here using the phrase “element of A” in a broad sense: h̄(x0)
is actually a k-tuple of elements of A for the value of k appropriate to the term
t(x, ȳ).) There are elements h̄, k̄ in D such that h̄ at x0 is h̄(x0) and k̄ at x0 is
k̄(x0), and such that h̄(x) = k̄(x) for all x 6= x0. (This is a consequence of the fact
that D = QX(A).) Then

t(f, h̄) = t(f, k̄)↔ t(g, h̄) 6= t(g, k̄) ;

moreover, assuming (as we may) that t(g, h̄) 6= t(g, k̄), then [[t(g, h̄) 6= t(g, k̄)]] =
{x0}. Since A/µ is Abelian, it follows that (t(g, h̄), t(g, k̄)) ∈ µX . Since µ is the
monolith and is of type 2, and U has empty tail with respect to (0A, µ) so that
A|U is Maltsev, then there is a polynomial q(x) of D with range ⊆ D(U) such
that q(t(g, h̄)) = 〈0〉 6= q(t(g, k̄)). Since this pair of functions belongs to µX , then
q(t(g, k̄)) ∈ D(N). It is clear from the fact that [[q(t(g, h̄)) 6= q(t(g, k̄))]] = {x0}, and
from our characterization of αE |D(N), that these two functions are not αE-related.
This shows both that (f, g) 6∈ αE and that (f/αE , g/αE) is not in the center of R.

To finish the proof of Claim 1, let (f/αE , g/αE) fail to belong to the center of
R. Thus there exists a term t and elements h̄, k̄ in D such that

t(f, h̄)αE t(f, k̄) say, and t(g, h̄) 6αE t(g, k̄) .

This means that there exists a polynomial p of D such that

ep(t(f, h̄)) Θ ep(t(f, k̄)) and ep(t(g, h̄)) 6Θ ep(t(g, k̄)) .
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Let d(x, y, z) be a Maltsev polynomial of A|U which is invertible at each of its
variables (for example, the pseudo-Maltsev polynomial of D. Hobby, R. McKenzie
[5], Lemma 4.20). Then form the polynomial of D

F (x, ȳ) = d
(
ep(t(f, ȳ)), ep(t(x, ȳ)), ep(t(g, k̄))

)
.

We have that F (f, ȳ) = ep(t(g, k̄)) for all ȳ, in particular, F (f, h̄) = F (f, k̄). But
also,

F (g, k̄) = ep(t(f, k̄)) = d
(
ep(t(f, k̄)), ep(t(g, k̄)), ep(t(g, k̄))

)
and

F (g, h̄) Θ d
(
ep(t(f, k̄)), ep(t(g, h̄)), ep(t(g, k̄))

)
.

Since d(x, y, z) is invertible at y, it follows that F (g, h̄) 6ΘF (g, k̄), and thus a fortiori,
F (g, h̄) 6= F (g, k̄). This shows that (f, g) 6∈ λX , as desired.

Definition of αB , λB , λB ′: We choose an element 1 ∈ N \ {0}. For any B ∈ X/E,
we put αB = αE ∨ CgD(〈0〉, 1x) where x ∈ B and 1x = [0, 1]x. (Since 1x αE 1y

whenever (x, y) ∈ E, this definition does not depend upon the choice of x ∈ B.)
It is easily seen that αB/αE is an atom of Con R. Moreover αB |D(N) is the set of

pairs (f, g) ∈ D(N)2 such that for all blocks B′ 6= B of E,
∑
x∈B′(f(x)−g(x)) = 0.

Thus, if B1 and B2 are distinct blocks of E, then αB1/αE 6= αB2/αE .
For B a block of E, let λB ′ =

⋂
x∈X\B λx and λB =

⋂
x∈B λx.

Definition of Cat(ψ): For ψ any congruence of R, let C(ψ) be the set of pairs (u, v)
in R2 such that for some term t and pair (x, y) ∈ ψ and elements z̄1, z̄2 ∈ R, we
have t(x, z̄1) = t(x, z̄2) and (u, v) = (t(y, z̄1), t(y, z̄2)). Note that C(ψ) ⊆ ψ. Then
let Cat(ψ) be the set of atoms β in Con R such that β ≤ CgRC(ψ).

Claim 2: A congruence ψ of R has the property that Cat(ψ) = {β} for some β
iff there is a block B of E such that ψ ≤ λB

′/αE and ψ 6≤ λX/αE . In this case,
β = αB/αE .

To prove the claim, let ψ = τ/αE and suppose first that τ 6≤ λB
′ for any block

B. Then there are x0, x1 such that τ 6≤ λxi
, i ∈ {0, 1} and (x0, x1) 6∈ E, say xi

belongs to block Bi. Our proof of Claim 1 then shows that αBi
/αE , i ∈ {0, 1}

belong to Cat(ψ) and are different atoms of Con R.
To finish the proof of the claim, suppose now that αE < τ ≤ λB

′, τ 6≤ λX . Of
course, we have that αB/αE ∈ Cat(τ/αE) by the argument for Claim 1. Letting
β ∈ Cat(τ/αE), we have to show that β = αB/αE . We have that β = γ/αE , where
γ is a congruence of D that covers αE .

By definition of αE , γ contains a pair (u, v) ∈ D(U)2 \Θ. Then

(u/αE , v/αE) ∈ CgR(C(τ/αE))

implies that (reducing to a Maltsev chain in D(U), and using the fact that D|D(U)

is Maltsev) there are u′Θu, v′Θv, u′, v′ ∈ D(U), such that

u′ = ep(t0(y0, z̄
1
0), . . . , tn(yn, z̄1

n)) ,

v′ = ep(t0(y0, z̄
2
0), . . . , tn(yn, z̄2

n)) ,

for some polynomial p of D, terms ti, and elements z̄ji (j ∈ {1, 2}, i ∈ {0, . . . , n})
such that for some xiτyi (i ∈ {0, . . . , n}), we have ti(xi, z̄1

i )αEti(xi, z̄2
i ) (i ∈

{0, . . . , n}). The pair (u′, v′) lies in γ \Θ.
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Now we define a polynomial in the variables s0, . . . , sn, r̄0, . . . , r̄n, using the con-
stants x̄ = (x0, . . . , xn), ȳ = (y0, . . . , yn), and z̄ji occurring in the formulas above.
First, put P (s̄, r̄0, . . . , r̄n) = ep(t0(s0, r̄0), . . . , tn(sn, r̄n)). Next, put

Q(s̄, r̄0, . . . , r̄n) =

d(P (ȳ, r̄0, . . . , r̄n), P (s̄, r̄0, . . . , r̄n), P (x̄, z̄2
0 , . . . , z̄

2
n)) .

Now notice that Q(ȳ, z̄1
0 , . . . , z̄

1
n) = Q(ȳ, z̄2

0 , . . . , z̄
2
n), while

Q(x̄, z̄2
0 , . . . , z̄

2
n) = v′ and

Q(x̄, z̄1
0 , . . . , z̄

1
n) = u′′αEu

′ .

The pair (u′′, v′) belongs to γ|D(U) \Θ. Also, since A/µ is Abelian, the pair (u′′, v′)
belongs to µX , and since τ ⊆ λB ′, the functions u′′ and v′ agree at each x ∈ X \B.

Letting w = d(u′′, v′, 〈0〉), we have that

(〈0〉, w) ∈ γ \Θ

and w ∈ NX and w = 〈0〉 on X \ B. This gives that γ ∧ αB 6≤ αE , which forces
γ = αB since both of these congruences cover αE . We conclude that β = αB/αE ,
as desired.

From Claim 2, we see that the set {αB/αE : B a block of E } is a definable set
of congruences of R.

Claim 3: For B a block of E, and for ψ a congruence of R, we have αB/αE 6∈ Cat(ψ)
iff ψ ≤ λB/αE .

Our proof of Claim 1 yields that if ψ 6≤ λB/αE , then αB/αE ∈ Cat(ψ). For the
converse, it suffices, choosing x0 ∈ B, to assume that

(〈0〉/αE , 1x0/αE) ∈ CgR(C(λB/αE)) ,

and show that this assumption leads to a contradiction. We follow the argument
used in the proof of Claim 2. Since D|D(U) is Maltsev, there exist u, v ∈ D(U) such
that uαE 〈0〉, v αE 1x0 , and we can write

u = ep(t0(y0, w̄
1
0), . . . , tn(yn, w̄1

n)) ,

v = ep(t0(y0, w̄
2
0), . . . , tn(yn, w̄2

n)) ,

for some polynomial p of D, terms ti and elements w̄ji such that for some zi λB yi
(i ∈ {0, . . . , n}), we have ti(zi, w̄1

i )αEti(zi, w̄
2
i ) (i ∈ {0, . . . , n}). Let us again write

P (s̄, ¯̄r) for the polynomial ep(t0(s0, r̄0), . . . , tn(sn, r̄n)) where s̄, ¯̄r are variables.
Now P (z̄, ¯̄w1)αE P (z̄, ¯̄w2) and these elements belong to D(U). Hence

d(〈0〉, P (z̄, ¯̄w1), P (z̄, ¯̄w2))αE 〈0〉,
implying that this element belongs to D(N) and we have∑

x∈B
d
(
0, P (z̄(x), ¯̄w1(x)), P (z̄(x), ¯̄w2(x))

)
=

∑
x∈B

d
(
0, P (z̄(x), ¯̄w1(x)), P (z̄(x), ¯̄w1(x))

)
= 0 .

Since zi(x)λyi(x) for all x ∈ B, it follows that∑
x∈B

d
(
0, P (ȳ(x), ¯̄w1(x)), P (ȳ(x), ¯̄w2(x))

)
=
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x∈B

d
(
0, P (ȳ(x), ¯̄w1(x)), P (ȳ(x), ¯̄w1(x))

)
= 0 .

Since P (ȳ, ¯̄w1) = uΘ 〈0〉 and P (ȳ, ¯̄w2) = vΘ 1x0 , we have

1x0 = d(〈0〉, 〈0〉, 1x0)αE d(〈0〉, u, v)

and this element belongs to D(N). Hence

1 =
∑
x∈B

1x0(x) =
∑
x∈B

d(〈0〉, u, v)(x) = 0

as follows from the calculation above. This absurd conclusion finishes our proof of
the claim.

Now from Claims 2 and 3, we have that the set of congruences T = {λB/αE :
B a block of E} is definable in R. With each ψ ∈ T , we also have the number

n(ψ) = |R/ψ| ,

and it is quite clear that if ψ = λB/αE then

n(ψ) = |D/λB | = |QB(A/λ)| = fC(|B|) ,

where C = A/λ and the function fC is defined in Lemma 6.2. Since |C| > 1,
the function fC is one-to-one, by Lemma 6.2. Now let us choose some arbitrary
one-to-one enumeration of T , say T = {ψ1, . . . , ψk}. Then we have an enumeration
of the blocks of E as B1, . . . , Bk with ψi = λBi/αE . Here, |Bi| = f−1

C (|R/ψi|).
Thus we have recovered the partition of |X| corresponding to E from the abstract
algebra R.

Let us label the algebra R constructed from (X,E) in this proof by R(X,E).
Now it follows immediately from our work that for any two finite equivalence rela-
tion structures (X,E) and (Y, F ) we have R(X,E) ∼= R(Y, F ) iff (X,E) ∼= (Y, F ).
We can observe that our canonical generating set for the algebra QX(A) has car-
dinality bounded by a2n (a = |A|, n = |X|). (For n ≥ 3, the generating set has
exactly a2n− a(n− 1) elements.) Thus R(X,E) is an a2|X| generated algebra.

Since V has at most a2CnC non-isomorphic a2n generated algebras, while the
number of non-isomorphic structures (X,E) with |X| = n is equal to π(n), we get
a contradiction by taking n sufficiently large. �

7. Type 1 monolith, Part I

Before stating the result to be proved in this section and the next, we prove
several lemmas. Recall that for a locally finite algebra B and its subset C, if
D ⊆ BX where X is some set, then D(C) denotes the set D ∩ CX . For non-void
C ⊆ B, we defined at the end of Section 2 two groups of permutations on C, ΠB(C)
and TwB(C) (the group of “twins of the identity” on C).

The first lemma is a variation of Lemma 2.4 in K. A. Kearnes, E. Kiss [12].

Lemma 7.1. Suppose that B is a locally finite algebra, X is a finite set, C ⊆ B,
and D is a subalgebra of BX containing all the functions [u, v]x where {u, v} ⊆ B,
x ∈ X. Then the natural embedding of TwD(D(C)) into TwB(C)X is surjective.
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Proof. We know that TwD(D(C)) is a group including all the functions f = [id, δ]x
(x ∈ X, δ ∈ TwB(C)) with f(z)(y) = z(y) for y 6= x and f(z)(x) = δ(z(x)). (This
is because D includes all the functions [u, v]x.) Clearly these permutations generate
the group consisting of the natural actions of Tw(C)X on D(C). �

Statement (1) in the next lemma is due to M. Maroti. Statement (2) is a special
case of Theorem 4.5 in K. Kearnes [8].

Lemma 7.2. Suppose that δ is a minimal congruence in a finite algebra F, β is a
congruence of F, δ ≤ β, and V is a (0F , δ)-minimal set.

(1) Assume that δ is strongly Abelian and C(β, δ|V ; 0F ). Let p(x0, . . . , xk−1) be
a polynomial mapping of a finite product set B = B0 × · · · × Bk−1 into V
where Bi are β-equivalence classes. Then there is i0 < k such that we have
p(c̄) = p(d̄) whenever c̄, d̄ ∈ B, ci0 = di0 and for all j 6= i0, (cj , dj) ∈ δ.

(2) If C(δ, β; 0F ) and C(β, δ|V ; 0F ), then C(β, δ; 0F ).

Proof. To prove (1), let p : B → V be such a polynomial mapping. Suppose that
there are i 6= j, i < k, j < k, and c̄, d̄, ē, f̄ ∈ B such that cr = dr for r 6= i,
er = fr for r 6= j, (ci, di), (ej , fj) ∈ δ and p(c̄) 6= p(d̄), p(ē) 6= p(f̄). We can assume
that {ci, di} ⊆ Mi, {ej , fj} ⊆ Mj , Mi,Mj are (0, δ)-traces. Letting N be the
trace in V that contains p(c̄), there is a polynomial f(x) and elements c′i, d

′
i ∈ N

with f(c′i) = ci, f(d′i) = di. Likewise, there is a polynomial g(x) with g(e′j) = ej ,
g(f ′j) = fj for some e′j , f

′
j ∈ N . Now for x, y ∈ N put h(x, y) = p(ūx,y) where

ux,yr = cr for r 6∈ {i, j}, ux,yi = f(x), ux,yj = g(y). Since C(β, δV ; 0), we have

h(d′i, e
′
j) 6= h(c′i, e

′
j) 6= h(c′i, f

′
j) .

This is a contradiction since the assumption that δ is strongly Abelian implies that
every polynomial mapping of N ×N into V depends on at most one variable. The
assertion (1) is easily seen to be equivalent to what we have proved.

We shall only need to apply (2) when δ is strongly Abelian, so we supply the
proof only under that assumption. Assume that (2) fails and δ is strongly Abelian.
Define the distance d(x, y) where xδy, to be 0 if x = y and else, the least n such that
there are (0, δ)-traces N0, . . . , Nn−1 such that x ∈ N0, y ∈ Nn−1 and Ni∩Ni+1 6= ∅
for i < n− 1.

By (1), we can choose (a, b) ∈ β, (u, v) ∈ δ and a polynomial p(x, y) and an
idempotent polynomial e(x) such that e(F ) = V and ep(a, u) = ep(a, v) while
ep(b, u) 6= ep(b, v). We can assume that d(u, v) = k is minimal for such an example.
We have that k > 1 since C(β, δ|V ; 0F ) implies that C(β,N2; 0F ) for any (0, δ)-
trace N . We have traces N0, . . . , Nk−1 such that u = u0 ∈ N0, v = uk ∈ Nk−1,
Ni ∩Ni+1 6= ∅ for i < k − 1.

We have ep(a, u0) = ep(a, uk), ep(b, u0) 6= ep(b, uk). Choose u1 ∈ N0 ∩ N1 and
uk−1 ∈ Nk−2∩Nk−1. Either both ep(a, u0) = ep(a, u1) and ep(b, u0) = ep(b, u1), or
else neither pair are equal, since β centralizes traces. If both are equal, replacing
(u, v) by (u1, v), we get a contradiction to the minimality of k. Thus for w ∈ {a, b},
ep(w, u0) 6= ep(w, u1). Likewise, ep(w, uk−1) 6= ep(w, uk).

Thus, employing the polynomial equivalence of (0F , δ)-minimal sets, and chang-
ing V to a minimal set including N0, we can assume that ep(b, x) = x for x ∈ V
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and N0 ⊆ V ; and also that the function ep(a, x) gives a permutation of V , and
ep(a,Nk−1), ep(a,N0), ep(b,Nk−1) are traces in V .

Now N0 × Nk−1 ⊆ δ implies that ep(b,Nk−1) = ep(b,N0) = N0, as well as
ep(a,Nk−1) = ep(a,N0).

Notice that ep(a, ep(b, u0)) = ep(b, ep(a, u0)), yielding, since C(δ, β; 0), that
ep(a, ep(b, v)) = ep(b, ep(a, v)). Since ep(b, x) = x for x ∈ V , this is the same
as

ep(a, u) = ep(a, v) = ep(a, ep(b, v)) .
Since (u, ep(b, v)) ∈ δV , and ep(a, x) restricted to V is a permutation, then ep(b, u) =
u = ep(b, v). This contradiction proves (2). �

Here is the chief result of this section.

Theorem 7.3. Let A be a finite subdirectly algebra in V with monolith µ of type
1 and assume that A/µ is Abelian. Then A is Abelian.

The entire remainder of this section, and the next section, are devoted to a proof
of this theorem. Again, we shall argue by contradiction to establish the theorem.
So we hold to the following assumptions from here to the end of Section 8. A is
a finite subdirectly irreducible algebra in V with monolith µ of type 1. A is not
Abelian, but A/µ is Abelian. U is a fixed (0A, µ)-minimal set.

Statement (1) in the next lemma will be proved here, but it is a special case
of another property shown by Kearnes to be equivalent to the quasi-Hamiltonian
property (see K.A. Kearnes [10], Lemma 3.4 and our Theorem 4.1).

Lemma 7.4. (1) C(1A, µ|U ; 0A).
(2) If τ ∈ TwA(U) and for some x ∈ U , τ(x) ≡ x (mod µ), then for all x ∈ U ,

τ(x) ≡ x (mod µ).

Proof. Suppose that (1) fails, so that we have a polynomial p satisfying p(c, ā) =
p(c, b̄), p(d, ā) 6= p(d, b̄) for some c, d ∈ A and ā, b̄ ∈ Uk with (ai, bi) ∈ µ for i < k.
We can assume that p(A × Ak) ⊆ U and that where N is the (0, µ) trace in U
to which p(c, ā) and p(c, b̄) belong, we have ā, b̄ ∈ Nk. Since the type of µ is 1,
then there are i, j < k and functions f, g : N → U such that p(c, x̄) = f(xi)
and p(d, x̄) = g(xj) for all x̄ ∈ Nk. Put h(x, y) = p(x, āy) for x ∈ A, y ∈ U ,
where āyr = ar for r 6= j and āyj = y. Then h(d, y) = g(y) for y ∈ N , so that
h(d, aj) 6= h(d, bj). This implies that h(d, y) restricted to U is a permutation,
belonging to ΠA(U). Further, h(c, aj) = h(c, bj) as can be checked by considering
the two cases, where i = j, or i 6= j.

Now iterate the polynomial h(x, y) as a function of its second variable to obtain
g(x, y) such that g(c, y) and g(d, y) are idempotent functions of y on U . We have
g(d, y) = y for y ∈ U and g(c, aj) = g(c, bj) so that we can choose b ∈ U with
g(c, b) = a = g(c, a) 6= b for some a ∈ U . Of course we have g(d, a) = a, g(d, b) = b.
We have demonstrated a failure of the quasi-Hamiltonian property, contradicting
Theorem 4.1.

To prove (2), assume that we have a polynomial p(x, ȳ) and c̄, d̄ such that for
x ∈ U , p(x, c̄) = τ(x), p(x, d̄) = x and τ ∈ TwA(U). Assume also that for a certain
a ∈ U , τ(a) ≡ a (mod µ). Thus p(a, c̄) ≡ p(a, d̄) (mod µ). Since A/µ is Abelian,
then for every x ∈ A, p(x, c̄) ≡ p(x, d̄) (mod µ). �
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Definition 7.5. We choose a k + 1-ary term s(x, ȳ) such that for all c̄ ∈ Ak,
sc̄(x) = s(x, c̄) is an idempotent function on A, and for some ā, sā(A) = U . For
technical reasons, we arrange (as we may, by adding a dummy variable if necessary)
that k > 0. The following definitions are made for any algebra B ∈ V.

(1) Ps(B) is the set of all sets sȳ(B), ȳ ∈ Bk.
(2) P �s (B) is the set of all polynomial mappings p of B such that for some

b̄ ∈ Bk, p = p ◦ sb̄ (the composition of the functions p and sb̄) and there is
a polynomial q of B satisfying sb̄ = q ◦ p.

Lemma 7.6. Suppose that D ⊆ AX is a diagonal subdirect power of A and ϕ :
D → B is a surjective homomorphism. For all V = sBc̄ (B), W = sB

d̄
(B) in Ps(B)

where c̄, d̄ ∈ Bk, we have that sBc̄ gives a bijection of W onto V and sB
d̄

gives a
bijection of V onto W . A subset of B is polynomially isomorphic to ϕ(D(U)) iff it
is of the form σ(B) for some σ ∈ P �s (B).

Proof. Since V is quasi-Hamiltonian (Lemma 4.1), for all c̄, d̄ ∈ Ak, (sc̄sd̄sc̄)m = sc̄,
where m = |A|!. These equations in 2k + 1 variables hold in all algebras B ∈
HSP (A). This lemma is a consequence of that fact. �

Lemma 7.7. Let id|U 6= λ ∈ TwA(U). Then for all x ∈ U , λ(x) 6= x, and for all
(0A, µ)-traces M in U , λ(M) 6= M . Thus, in particular, the group TwA(U) acts
regularly on U .

Corollary 7.8. We have that C(µ, 1A; 0A) and C(1A, µ; 0A).

Corollary 7.9. Let t(x, ȳ) be a term of n+ 1 variables, and write it as tȳ(x). The
following are equivalent.

(1) For all b̄ ∈ An and c̄ ∈ Ak, tb̄ ◦ sc̄ ∈ P �s (A).
(2) For some b̄ ∈ An and c̄ ∈ Ak, tb̄ ◦ sc̄ ∈ P �s (A).
(3) For some b̄ ∈ An and c̄ ∈ Ak, tb̄ is one-to-one on sc̄(A).
(4) There is a term t′z̄(x) of n + k + 1 variables for which the equation t′v̄,ū ◦

tū ◦ sv̄ = sv̄ is valid in A.

Proof of Corollary 7.8. If C(µ, 1A; 0A) fails to hold then we have a polynomial p
with p(Ak, A) ⊆ U and (a, b) ∈ µ|U and c̄, d̄ ∈ Ak such that p(c̄, a) = p(d̄, a),
p(c̄, b) 6= p(d̄, b). Writing pȳ(x) = p(ȳ, x), we have that at least one of pc̄, pd̄ is a
permutation on U . By Lemma 7.4(1), both pc̄ and pd̄ belong to ΠA(U). They agree
at a but not at b. Then τ = p−1

c̄ ◦ pd̄ ∈ TwA(U) and τ(a) = a while τ(b) 6= b. But
this contradicts Lemma 7.7. Hence C(µ, 1A; 0A) holds.

Now it follows from Lemmas 7.2 and 7.4 that C(1A, µ; 0A) holds as well. �
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Proof of Corollary 7.9. Trivially, (4) ⇒ (1) ⇒ (2) ⇒ (3). Now suppose that (3)
holds, so that we have b̄ ∈ An, c̄ ∈ Ak, and tb̄ is one-to-one on sc̄(A). Since sc̄(A)
is a (0A, µ)-minimal set, it follows from Theorem 2.8 (3) and Theorem 5.7 (1) in
D. Hobby, R. McKenzie [5] that there is a polynomial p such that p ◦ tb̄|sc̄(A) is the
identity function. This implies that tb̄ ◦ sc̄ ∈ P �s (A); i.e., we have (3) ⇒ (2). Now
suppose that tb̄ ◦ sc̄ ∈ P �s (A). Therefore, for some c̄′ ∈ Ak, tb̄ ◦ sc̄ = tb̄ ◦ sc̄ ◦ sc̄′ and
there is a polynomial q so that

q ◦ tb̄ ◦ sc̄ = sc̄′ .

Let m > 0 be such that the m th power of every self-map of A is idempotent. Since
sc̄sc̄′sc̄(A) = sc̄(A) (by Theorem 4.1), then (sc̄sc̄′)m ◦ sc̄ = sc̄. Now multiplying the
displayed equation on the left by sc̄ and on the right by (sc̄′sc̄)m, we obtain

sc̄qtb̄sc̄ = sc̄ .

Write q(x) = t̄d̄(x) for some term t̄. Let

t′(x, ū, v̄, w̄) = (sv̄ t̄w̄tū)m (x)

and write this as t′ū,v̄,w̄(x).
Now choose (c, d) ∈ µ|sc̄(A), c 6= d. Since t′

b̄,c̄,d̄
sc̄sc̄ = sc̄, we have that

t′b̄,c̄,d̄sc̄(c) 6= t′b̄,c̄,d̄sc̄(d) .

Since C(1A, µ; 0A) by the previous corollary, then for all b̄′, c̄′, d̄′

t′b̄′,c̄′,d̄′sc̄′(c) 6= t′b̄′,c̄′,d̄′sc̄′(d) .

Now sc̄′(A) is polynomially isomorphic to U , so it is a (0A, µ)-minimal set, call it
V . Then (sc̄′(c), sc̄′(d)) ∈ µ|V \ 0A. Since q′(sc̄′(c)) 6= q′(sc̄′(d)), where q′ = t′

b̄′,c̄′,d̄′
,

and q′ : V → V , then q′|V ∈ ΠA(V ). Since also, q′ = q′ ◦ q′, then q′ is the identity
on V . Thus we have established that A satisfies the equation

t′ȳ,x̄,z̄sx̄(z) = sx̄(z) .

The proof of Corollary 7.9 is readily completed by replacing every variable of the
tuple z̄ in the above equation by the variable x1. �

Proof of Lemma 7.7. We have to prove that there is no non-identity member of the
twin group having a fixed element or a fixed trace. We assume otherwise, introduce
a construction, and eventually use our initial assumption that GV is polynomially
bounded.

Let E be any equivalence relation on a finite set X with |X/E| > 1 and such
that every E-equivalence class has at least three elements. We take D to be the
subalgebra of AX generated by

G0 = {[a, b]B : {a, b} ⊆ A and B a block of E }
together with

G1 = {[a, b]x : x ∈ X and (a, b) ∈ µ|U , a 6= b} .

Note that D is a diagonal subalgebra of AX since a = b is allowed in the definition
of G0. We now fix a (0A, µ)-trace N ⊆ U , and note that D is also generated by G0

together with

G′1 = {[a, b]x : x ∈ X and {a, b} ⊆ N, a 6= b} .
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Claim 1: If f ∈ D(U), then either f is constant on every block of E, or else there
is a block B and x ∈ B and (a, b) ∈ µ|U , a 6= b, such that f is constant on each
block except B and f(x) = b and f(y) = a for all y ∈ B \ {x}. Elements of the
first kind will be said to comprise the set G(0); those of the second kind comprise
the set G(1).

To see this, let f ∈ D(U), and say f is not constant on the block B of E. Write

f = et(g0
0 , . . . , g

0
n−1, g

1
0 , . . . , g

1
r−1)

where t is a term, g0
i ∈ G0, g1

i ∈ G′1, and e is an idempotent polynomial of A with
e(A) = U . By Lemma 7.2(1) and Lemma 7.4(1), et(x̄, ȳ) restricted to An × Nr

depends on at most just one yi0 , 0 ≤ i0 < r. Since ḡ0 is constant on each block
and g1

i0
= [u, v]x, {u, v} ⊆ N , is constant on all but one block B containing x,

then f is constant on each block except B, and there is a polynomial of A inducing
σ : U → U , such that f |B = σ ◦ g1

i0
|B . Since f is not constant on B, then σ is a

permutation of U and f |B = [a, b]x|B for some (a, b) ∈ µ|U , a 6= b.

We now define a congruence on D. Let µX denote the kernel of the natural
homomorphism of D into (A/µ)X . Let Γ0 = (G(0))2 ∩ µX . Let Γ1 be the set of all
pairs (f, g) ∈ (G(1))2 ∩ µX such that for some block B and some x ∈ B, and some
a ≡ b ≡ a′ (mod µ|U ), we have a 6= b 6= a′, f |B = [a, b]x|B , g|B = [a′, b]x|B , (and of
course, f |B′ , g|B′ are constant for each E-block B′ 6= B).

We take Θ to be the congruence on D generated by Γ = Γ0 ∪ Γ1, and we put
R = R(X,E) = D/Θ.

Claim 2: Θ|D(U) = Γ.

To prove this claim, it suffices to show that Γ is a congruence of D|D(U). So let
p(x) be any polynomial of D such that p(D(U)) ⊆ D(U) and let (s0, s1) ∈ Γ. It
must be shown that (p(s0), p(s1)) ∈ Γ. We first consider the case (s0, s1) ∈ Γ0.

We can write p(x) = et(x, ḡ1, ḡ0) where t is a term, ḡi is a list of all the generators
of D in the set Gi. By Lemma 7.2(1), there is one variable in et(z̄) such that the
polynomial has no dependence on any other variable when it is moved along µ.
Suppose first that that variable is not at the place occupied by x. In that case,
p(s0) = p(s1) since (s0, s1) ∈ µX . On the other hand, suppose that it is x. Then for
calculating p(si), the parameters ḡ1 can be replaced by a set of constant functions,
yielding that p(s0), p(s1) are constant on each E-block. Since they are µ-related,
it follows that they are equivalent modulo Γ.

Now consider the case (s0, s1) ∈ Γ1, say there is a block B and x ∈ B so that
si|B = [ai, b]x|B for some a0 ≡ b ≡ a1 (mod µ|U ), a0 6= b 6= a1, and also si are
constant on each block different from B. Returning to the previous argument, we
get the same conclusion unless et(z̄) depends at most on its first variable when
varied along µ. In this case, it is clear that p(s0), p(s1) are constant on each block
different from B, and that there is a polynomial q(x) of A such that p(si)|B =
eq ◦ si|B . If eq|U 6∈ ΠA(U), then (p(s0), p(s1)) ∈ Γ0. If eq|U ∈ ΠA(U), then clearly
p(si)|B = [eq(ai), eq(b)]x|B and (p(s0), p(s1)) ∈ Γ1.

Claim 3: The polynomial isomorphism class of the set D(U)/Θ is a definable set
of subsets of R.
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This is a consequence of Definition 7.5 and Lemma 7.6. The full polynomial
isomorphism class of D(U)/Θ is equal to the set of ranges of functions belonging
to P �s (R), but we are most interested in its definable sub-family Ps(R).

Now for V ∈ Ps(R), we consider the group TwR(V ) of twins of the identity
on V . For π ∈ TwR(V ), Fix(π) denotes the set of v ∈ V with π(v) = v, and we
put Mov(π) = V \ Fix(π). Let M(V ) be the set of all non-identity members χ of
TwR(V ) such that for all τ ∈ TwR(V ),

V 6= Fix(τ) ⊇ Fix(χ)⇒ Fix(τ) = Fix(χ) .

In other terms, M(V ) is the set of all members of TwR(V ) of maximal proper fixed
set.

Suppose that |M(V )| = α and M(V ) = {χ0, . . . , χα−1} and let (n0, . . . , nα−1)
be the system of numbers ni = |Mov(χi)|. Clearly, the system n̄ = (n0, . . . , nα−1),
taken up to permutation of the list, is an invariant of R, the same for all V ∈ Ps(R).

We shall now calculate this invariant n̄. It suffices to take V = D(U)/Θ, and
we do so. Let e(x) = s(x, ā) be the idempotent polynomial of A with e(A) = U
(chosen in Definition 7.5).

We define M ′(U) as the set of non-identity elements σ of TwA(U) with maximal
fixed set and having the property that σ(x)µx for all x ∈ U . This set is non-empty:
If no non-identity member of TwA(U) has a fixed point, then M ′(U) is just the set
of those σ ∈ TwA(U) such that σ 6= idU and σ(x)µx holds which, by our starting
assumption and Lemma 7.4(2), is a non-empty set. On the other hand, if there is
a non-identity member of TwA(U) having a fixed point, then M ′(U) is identical
with the set of non-identity members of TwA(U) having maximal fixed set (again
by Lemma 7.4(2)).

For λ ∈ TwA(U) and B ∈ X/E we define τ(B, λ) to be the permutation of D(U)
such that for all f ∈ D(U), τ(B, λ)(f) = g agrees with f at all x ∈ X \ B while
g(x) = λ(f(x)) for x ∈ B. Let σ(B, λ), be defined by σ(B, λ)(f/Θ) = τ(B, λ)(f)/Θ
for f ∈ D(U). Clearly, τ(B, λ) ∈ TwD(D(U)), since D includes the set G0. Hence
σ(B, λ) ∈ TwR(V ).

Claim 4: We have
(1) σ(B, λ) ∈M(V ) iff λ ∈M ′(U).
(2) M(V ) is identical with the set of functions σ(B, λ), where B ∈ X/E, λ ∈

M ′(U).
(3) The function (B, λ) 7→ σ(B, λ) is a bijection between (X/E)×M ′(U) and

M(V ).

To prove this, we begin by examining an arbitrary σ ∈ TwR(V ). There is a term
t and h̄, k̄ ∈ Dn for some n, such that for f ∈ D(U),

σ(f/θ) = et(f, h̄)/Θ while f ≡ et(f, k̄) (mod Θ) .

We claim that these relations imply that for all x ∈ X, eth̄(x)|U ∈ TwA(U) and in
fact, etk̄(x)|U = id|U . Indeed, let x ∈ X and (a, b) ∈ µU , a 6= b, and put f = [a, b]x.
Since f ≡ et(f, k̄) (mod Θ), it follows from Claim 2 that et(b, k̄(x)) = b. Since b
is really any member of the body of U , then etk̄(x) is the identity on the body of
U . Then for u in the tail of U , et(u, k̄(x)) ≡ u (mod µ) implies et(u, k̄(x)) = u.
It follows that etk̄(x)|U = id|U for all x. Now an easy application of Lemma 7.4(1)
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yields that, for each x ∈ X, et(c, h̄(x)) = et(d, h̄(x)) and (c, d) ∈ µ|U imply c = d;
and from this, tame congruence theory gives that eth̄(x)|U is a permutation of U .
Thus, eth̄(x)|U ∈ TwA(U) for all x.

We now show that whenever (x0, x1) ∈ E, then eth̄(x0)|U and eth̄(x1)|U are the
same function. Let B ∈ X/E and {x0, x1} ⊆ B. All generators of D take µ-
congruent values at x0 and x1, hence h̄(x0)µ h̄(x1). For any (0A, µ)-trace M ⊆ U ,
et restricted to M× h̄(x0)/µ is essentially unary, since the type of (0A, µ) is 1. This
function must depend on the variable ranging over M , because z 7→ et(z, h̄(x0))
gives a permutation of U . Thus et restricted to M × h̄(x0)/µ depends only on the
variable ranging over M—i.e., eth̄(x0)|M = eth̄(x1)|M . Thus the two functions agree
on the body of U . Then by Lemma 7.4(2), the permutation (eth̄(x0))−1 ◦ eth̄(x1) ∈
TwA(U) is the identity function. So we do have eth̄(x0)|U = eth̄(x1)|U .

Now assume that σ belongs to M(V ). We keep the notation developed in the
previous two paragraphs. It should be clear that there are non-identity members
of TwR(V ) with non-empty set of fixed points. Just choose λ ∈ TwA(U), λ 6= id,
such that λ(x) ≡ x (mod µ) for all x ∈ U . There is γ ∈ TwR(V ) satisfying
γ(f/Θ) = λ ◦ f/Θ for f ∈ D(U). Then γ has as fixed points all members of
G(0)/Θ. Since λ(b) 6= b holds for some element b in the body of U , we have by
Claim 2 that γ(f/Θ) 6= f/Θ if f = [a, b]x ∈ G1 for some x ∈ X.

From what we just proved, since σ ∈ M(V ), it follows that σ has fixed points.
Then since Θ ≤ µX , Lemma 7.4(2), implies that that for all f ∈ D(U), et(f, h̄)µXf .
Thus, for all x ∈ X, the map eth̄(x) leaves all traces invariant. Finally, since
eth̄(x) = eth̄(x′) when (x, x′) ∈ E, we find that Mov(σ) ⊆ G(1)/Θ. In fact, the reader
can now easily verify, using Claims 1 and 2, that for f ∈ D(U), f/Θ ∈ Mov(σ)
iff f ∈ G(1) and where B and x ∈ B and b ∈ U are the unique block, point, and
element such that f |B = [a, b]x|B for some a 6= b, we have that et(b, h̄(x)) 6= b.

There must be x0 ∈ X such that eth̄(x0)|U is not the identity. Letting λ =
eth̄(x0)|U and letting B be the block of E containing x0, we put γ = σ(B, λ). From
the above analysis, V 6= Fix(γ) ⊇ Fix(σ). Thus Fix(γ) = Fix(σ). Our analysis also
shows that from this equation, we can conclude that σ = σ(B, λ).

It should be clear by now that all three statements in Claim 4 are true. We leave
it to the reader to arrange the remaining details in the proof of the claim.

Let σ = σ(B, λ) ∈ TwR(V ). We need to count the set Mov(σ). To begin, for
x ∈ B and c in the body of U , we define P (x, c) to be the set of all f ∈ G(1) such
that f |B = [a, c]x|B for some a ∈ U where (a, c) ∈ µ|U , a 6= c.

Claim 5: Let B ∈ X/E, λ ∈ M ′(U). Then Mov(σ(B, λ)) is the disjoint union of
the sets P (x, c)/Θ for (x, c) ∈ B ×Mov(λ). Moreover, Θ|P (x,c) = µX |P (x,c), so

|Mov(σ(B, λ))| =
∑

(x,c)∈B×Mov(λ)

|P (x, c)/µX | .

This claim follows easily from our analysis for Claim 4 together with the fact
that for f ∈ P (x, c), f ′ ∈ P (x′, c′), we have (f, f ′) ∈ Θ iff (x, c) = (x′, c′) and
(f, f ′) ∈ µX .
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The last non-trivial fact we need is that for all x, x′ ∈ X and for all u, u′ in the
body of U , |P (x, u)/µX | = |P (x′, u′)/µX |. Before proving this, we need some more
definitions.

Let T = {t0, . . . , tm−1} be the set (up to equality over V) of all terms of n + 1
variables, where n = |G0|, with the property that for all (or any) c̄, etc̄|U is a
permutation. (The fact that if etc̄|U is a permutation for one c̄ in A, then etc̄|U
is a permutation for all c̄ in A follows from Lemma 7.4(1) and the fact from tame
congruence theory that a polynomial mapping of U into itself is a permutation iff it
fails to be constant on some trace.) Let ḡ0 ∈ Dn be a tuple listing all the elements
of G0.

Finally, put

Q = {et(〈a〉, ḡ0) : t ∈ T and a is in the body of U} ,
and for any x ∈ X and for any trace M ⊆ U , put

Q(x,M) = {q ∈ Q : q(x) ∈M} .

Claim 6: Let x ∈ X and u belong to the body of U , and put M = u/µ|U .
(1) P (x, u) is identical with the set of all elements f = et([a, b]x, ḡ0) where

t ∈ T , (a, b) ∈ µ|U , a 6= b, and et(b, ḡ0(x)) = u.
(2) Where f = et([a, b]x, ḡ0) ∈ P (x, u), we have that f is µX equivalent to

g = et(〈a〉, ḡ0) ∈ Q(x,M) and both f and g take all their values in the
body of U (since etḡ0(y)|U is a permutation for all y ∈ X).

(3) For each q ∈ Q(x,M) there is f ∈ P (x, u) such that (f, q) ∈ µX .
(4) |P (x, u)/µX | = |Q(x,M)/µX |.

Assertions (1) and (2) can easily be proved by an extension of our argument for
Claim 1. We prove (3). Statement (4) follows from (2) and (3).

To prove (3), let q ∈ Q(x,M). Write q = et(〈a〉, ḡ0), t ∈ T , a in the body
of U . Write M ′ for the trace containing a in U . Tame congruence theory tells
us that etḡ0(x)|M ′ is a bijection between M ′ and M . Choose a′, b′ ∈ M ′ so that
et(b′, ḡ0(x)) = u and a′ 6= b′. Write f = et([a′, b′]x, ḡ0). Now clearly, f ∈ P (x, u)
and (f, q) ∈ µX .

Claim 7: For all x, x′ ∈ X and for all b, b′ in the body of U , |P (x, b)/µX | =
|P (x′, b′)/µX |.

To prove this claim, let x, x′ ∈ X, let b and b′ be two elements of the body of
U , and put M = b/µ|U , M ′ = b′/µ|U . Since µ is a minimal congruence, there is
some p ∈ ΠA(U) with p(M) = M ′. p gives rise to pX ∈ ΠD(D(U)). Obviously, pX
maps Q(x,M) bijectively onto Q(x,M ′), and this mapping preserves µX and its
complement. Hence |Q(x,M)/µX | = |Q(x,M ′)/µX |.

Let M0, . . . ,M`−1 be a one-to-one list of all the traces in U . Then Q/µX is
partitioned as the disjoint union of the sets Q(x,Mi)/µX (i < `) (for a fixed x ∈ X).
Since all these sets are of equal cardinality, then for each x and for each trace M
and each u ∈M ,

|P (x, u)/µX | = |Q(x,M)/µX | = |Q/µX |/` .
This establishes Claim 7.

Now combining the above equalities with the formula of Claim 5, we obtain
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Claim 8: For B ∈ X/E and λ ∈M ′(U), we have

|Mov(σ(B, λ))| = |B| · |Mov(λ)| · |Q/µX |/` ,

where ` is the number of (0A, µ)-traces included in U .

We can now conclude the proof of this lemma. Suppose that |X/E| = H and let
ē = (e0, . . . , eH−1) be the sequence of block sizes of E. As before, let

{χ0, . . . , χα−1} = M(V ), |M(V )| = α ,

and now put put n̄′ = (`n0, . . . , `nα−1) where ni = |Mov(χi)| and ` is from Claim
8. Put

{λ0, . . . , λδ−1} = M ′(U), |M ′(U)| = δ ,

and put m̄ = (m0, . . . ,mδ−1) and m̄′ = (qm0, . . . , qmδ−1) where mi = |Mov(λi)|
and q = |Q/µX |.

The equation of Claim 8 is equivalent to

n̄′ ∼ ē · m̄′ ;

i.e., n̄′ is the product of the multi-sets ē and m̄′, as defined at the end of Section
4. The sequence n̄′ is an invariant of R. The sequence m̄ is an invariant of A,
i.e., is independent of (X,E); and so the displayed formula shows that the number
H = α/δ is an invariant of R. The number q will be shown in Claim 9 below to be
a function of A and H, yielding that also the sequence m̄′ is an invariant of R. As
we remarked at the end of Section 4, the Lovász cancellation theorem, applied to
finite equivalence relation structures, yields that ē1 · m̄′ ∼ ē2 · m̄′ implies ē1 ∼ ē2,
where ∼ here means equal after permutation of the list. Thus, finally, the sequence
ē can be recovered from the abstract structure of R (and of A). It is the unique
solution of the displayed equation, up to ∼-equivalence.

The number of generators of R is bounded by |G0 ∪ G1| which is dominated
by 2|X||A|2. If |X| = 3n + 1, n ≥ 3, then the number of non-isomorphic equiva-
lence relation structures (X,E) satisfying our initial conditions is greater than the
number π(n) of partitions of n. Thus we find that

π(n) ≤ GV(2a2(3n+ 1)) ≤ (2a)2C (3n+ 1)C ,

where a = |A|. For large n, this is impossible.

Claim 9: The number q = |Q/µX | is a function of H = |X/E|.

To see this, choose a transversal Y ⊆ X where |Y ∩ B| = 1 for all B ∈ X/E.
Let D0 be the subalgebra of D generated by G0. The restriction map η : f 7→ f |Y
yields an isomorphism of D0 with QY (A). We have Q ⊆ D0 and the subset η(Q)
of QY (A) is easily characterized. It is the set Q∆ of all elements f which can be
expressed as et(〈a〉, h̄) for some term t and tuple h̄ of elements of QY (A) where t has
the property that for all c̄, etc̄|U is a permutation. Thus |Q/µX | = |Q∆/µX |. �
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8. Type 1 monolith, Part II

We are now ready to begin the (rather complicated) construction which will
finish the proof of Theorem 7.3.

We continue to use the notation Ps from Definition 7.5, recalling that sā(A) = U
and sȳ is idempotent for all ȳ ∈ Ak.

For any n+ 1-ary polynomial p(x, ȳ) and c̄, d̄ ∈ An, we define

E(p, c̄, d̄) = {x ∈ A : p(x, c̄) = p(x, d̄)}.

Using the assumption that A is non-Abelian, we now choose an m+ 1-ary term t0
such that

∅ 6= E(sāt0, c̄, d̄) 6= A , for some c̄, d̄ ∈ Am .

Before proceeding further, we define some constants. We put
(0) M0 = 2|A|k+2m, where k and m are determined in the paragraph above.
(1) M1 = 2|U |2.
(2) M2 = 4(M1)3 + 12.
(3) M3 is the least positive integer such that M3 > max(M2, |U |2M1+3) and

whenever the set of two-element subsets of a set of size M3 is colored in
two colors, there exists a subset of size 2M1 such that all of its two-element
subsets have the same color. (This is a Ramsey number.)

Now let (X,E) be any finite equivalence relation structure such that
(E1) There is a unique singleton equivalence class for E, and each non-singleton

class has more than M0 elements.
(E2) |X| ≥ 2M3 + 1.

Definition of D(X): We define G(X) to be the set of all f ∈ AX such that for some
a ∈ A,

|[[f 6= a]]| ≤M2 .

We define D = D(X) as the subalgebra of AX generated by G(X).

Definition of R(X,E): Let

Γ = {([a, b]x, [a, b]y) : (a, b) ∈ µ|U , a 6= b, (x, y) ∈ E} .

We define Θ as the congruence of D generated by Γ, and we put R = R(X,E) =
D/Θ.

We now begin the rather extended analysis that will eventually allow us to prove
that (X,E) is recoverable, up to isomorphism, from R(X,E).

Claim 1: For f, g ∈ D(U) we have that (f, g) ∈ Θ iff either f = g or there exists τ ∈
ΠD(D(U)) (a polynomially defined permutation of D(U)) such that (τ(f), τ(g)) ∈
Γ. In fact, for any f ∈ D(U), if f/Θ|D(U) 6= {f} then there is τ ∈ ΠD(D(U)), a
block B of E, and (a, b) ∈ µ|U (a 6= b) such that

f/Θ|D(U) = τ−1({[a, b]x : x ∈ B}) .

As a consequence, if f 6= g, (f, g) ∈ Θ and {f, g} ⊆ D(U), then

[[f 6= g]] = {x, y}, where x 6= y and (x, y) ∈ E .
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Moreover, for (a, b) ∈ µ|U , a 6= b, and for any block B of E and x ∈ B,

[a, b]x/Θ|D(U) = {[a, b]y : y ∈ B}.

Finally, for f = 〈a〉, a ∈ U , we have that f/Θ|D(U) = {f}.

To prove Claim 1, suppose that (f, g) ∈ Θ|D(U), f 6= g. Then there is a polyno-
mial p of D and (h, k) ∈ Γ such that sāp(h) = f 6= sāp(k). Let us write h = [a, b]x,
k = [a, b]y, (x, y) ∈ E. Also, write p(z) = t(z, ᾱ) where ᾱ ∈ Dn for some n, and
t is a term. Clearly, sāt(a, ᾱ(x)) 6= sāt(b, ᾱ(x)), or the same with x exchanged by
y. By Lemma 7.4, the functions sāt(u, ᾱ(v))|U (functions of u parametrized by
v ∈ X) are mutually twin members of ΠA(U). By iterating sāp we obtain τ which
is the inverse of sāp on UX . Of course, we have that τ(f) = h = [a, b]x. Since
τ ∈ ΠD(D(U)), then it carries f/Θ|D(U) bijectively onto [a, b]x/Θ|D(U), and τ(g)
belongs to this set.

Let B be the block of E containing x. We claim that

[a, b]x/Θ|D(U) = {[a, b]w : w ∈ B}.

To see this, it suffices to show that for any ([c, d]r, [c, d]s) ∈ Γ and for any polynomial
q of D, if

sāq([c, d]r) = [a, b]w 6= sāq([c, d]s)

where w ∈ B, then w = r and sāq([c, d]s) = [a, b]s where of course s ∈ B since
(r, s) ∈ E.

So let ([c, d]r, [c, d]s) ∈ Γ and sāq([c, d]r) = [a, b]w 6= sāq([c, d]s). As above, we
find that sāq|D(U) ∈ ΠD(D(U)), and at every coordinate, it is acting as a bijection
of c/µ|U onto a/µ|U . Thus by Lemma 7.7, there is some λ ∈ ΠA(U) such that this
function on D(U) is acting as λ at every coordinate; i.e., for h ∈ UX , sāq(h) = λ◦h.
We find then that a = λ(c) and b = λ(d), and r = w. It also follows immediately
that sāp([c, d]s) = [a, b]s.

Essentially the same argument shows that for a ∈ U , 〈a〉/Θ|U = {〈a〉}. That
concludes the proof of Claim 1.

Remark 1: The congruence Θ and algebra R do not really depend on the choice
of the minimal set U . Let V be any (0A, µ)-minimal set. Since V is polynomially
isomorphic to U in A, then Θ is generated also by the set

ΓV = {([a, b]x, [a, b]y) : (a, b) ∈ µ|V , (x, y) ∈ E} .

Thus Claim 1 remains true if it is modified by substituting V for U , D(V ) for D(U),
and ΓV for Γ.

Lemma 8.1. Let ā ∈ Ak.
(1) Let t(x, ȳ) be any term (say n + 1-ary). Then where ū ∈ An, v̄, w̄ ∈ Ak,

tū ◦ sv̄ ∈ P �s (A) iff tū ◦ sv̄|sw̄(A) is one-to-one. Moreover, this property is
independent of the choice of ū, v̄, w̄.

(2) Let t(x, ȳ) be any term (say n + 1-ary). Let ū ∈ An, v̄ ∈ Ak, ē ∈ Dn,
b̄ ∈ Dk, and put p(f) = tē ◦ sb̄(f) and π(f/Θ) = p(f)/Θ for f ∈ D. Then
π ∈ P �s (R) iff p ∈ P �s (D) iff tū ◦ sv̄ ∈ P �s (A).

(3) D(U) ∈ Ps(D), and for all p ∈ P �s (D), we have p(D(U)) = p(D) and there
is a polynomial q of D such that q(p(D)) = D(U) and qp is the identity on
D(U) while pq is the identity on p(D).
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(4) Where R(U) is defined to be D(U)/Θ, we have R(U) ∈ Ps(R), and for all
π ∈ P �s (R), we have π(R(U)) = π(R) and there is a polynomial ν of R such
that ν(π(R)) = R(U), νπ is the identity on R(U) and πν is the identity on
π(R).

Proof. Statements (1), (3) and (4) are consequences of Definition 7.5, Lemma 7.6,
and Corollaries 7.8 and 7.9. For the non-obvious part of statement (2), suppose that
tū ◦sv̄ 6∈ P �s (A). Choose any x0 ∈ X. According to (1), there are a0, a1 ∈ sb̄(x0)(A),
a0 6= a1 with tē(x0) ◦ sb̄(x0)(a0) = tē(x0) ◦ sb̄(x0)(a1). There are g0, g1 ∈ D with
gi(x0) = ai (for i ∈ {0, 1}) and g0(x) = g1(x) for all x 6= x0. Let fi = sb̄(gi). Then
fi(x0) = ai and f0(x) = f1(x) when x 6= x0. Thus p(f0) = p(f1). Since sb̄(D) is
polynomially isomorphic with D(U), it follows from Claim 1 that f0/Θ 6= f1/Θ.
Thus p is not one-to-one on sb̄(D) and π is not one-to-one on sb̄/Θ(R). For any
b̄′ ∈ Dk, sb̄(D) and sb̄′(D) are polynomially isomorphic via sb̄′ and sb̄; thus p fails
to be one-to-one on sb̄′(D) and π fails to be one-to-one on sb̄′/Θ(R). We conclude
that p 6∈ P �s (D) and π 6∈ P �s (R). �

We remark that we are using, as usual, µX to denote the kernel of the homo-
morphism D→ (A/µ)X , and obviously, we have Θ ⊆ µX .

Claim 2: Let t be any n + 1-ary term. Let f̄ , ḡ ∈ Dn be such that ∅ 6= E(t, f̄ , ḡ)
(calculated in D). Then for all u ∈ D, (t(u, f̄), t(u, ḡ)) ∈ µX . Let v̄, w̄ ∈ Rn be such
that ∅ 6= E(t, v̄, w̄) (calculated in R). Then for all u ∈ R, (t(u, v̄), t(u, w̄)) ∈ µX/Θ.

Both parts of this claim follow from the assumption that A/µ is Abelian, and
from the fact that Θ ⊆ µX .

The next result simplifies the study of the twin groups in D and R in which we
shall be interested.

Lemma 8.2. Suppose that p ∈ P �s (D). Since p(D) is polynomially isomorphic to
D(U), there is an idempotent polynomial e′ of D such that e′(D) = p(D). Now let
t(x, ȳ) be a term, say r + 1-ary, let h̄ ∈ Dr, and for z ∈ p(D) put f(z) = e′t(z, h̄),
and g(z/Θ) = f(z)/Θ. Then

(1) If g ∈ ΠR(p(D)/Θ), then f ∈ ΠD(p(D)).
(2) If g is the identity on p(D)/Θ then f is the identity on p(D).
(3) If g ∈ TwR(p(D)/Θ), then f ∈ TwD(p(D)).

Proof. Let K : D(U)→ p(D) and L : p(D)→ D(U) be mutually inverse bijections
obtained as restrictions of polynomials. Choose (a, b) ∈ µ|U \ 0U .

Now suppose first that f 6∈ ΠD(p(D)). Then LfK is not a permutation of D(U).
By Lemma 7.4, at every coordinate, LfK collapses traces. Then LfK(〈a〉) =
LfK(〈b〉). This means that f(K(〈a〉)) = f(K(〈b〉)). Since (〈a〉, 〈b〉) 6∈ Θ, by Claim
1, it follows that g 6∈ ΠR(p(D)/Θ).

Now, assume that g is the identity. This means that for all z ∈ D(U), LfK(z)Θz.
There cannot be three distinct coordinates at which LfK is not acting as the
identity on U , for then there would be z ∈ D(U) with LfK(z) differing from z
at three coordinates, making LfK(z)Θz impossible by Claim 1. Thus there is a
coordinate at which LfK is acting as the identity. Then it follows that at every
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coordinate, the action of LfK belongs to TwA(U) and fixes the element a (since
LfK(〈a〉)Θ〈a〉 implies LfK(〈a〉) = 〈a〉 by Claim 1). Hence it follows with Lemma
7.7 that at every coordinate, LfK is acting as the identity. This means that LfK
is the identity permutation of D(U), implying that f is the identity on p(D).

Finally, assume that g ∈ TwR(p(D)/Θ), so that f ∈ ΠD(p(D)). For some term
t′, there are tuples h̄ and k̄ in D so that for z ∈ p(D), e′t′(z, h̄)/Θ = g(z/Θ) and
e′t′(z, k̄)Θz. From what we just proved above, e′t′(z, k̄) = z for all z ∈ p(D).
Thus by Lemma 7.4 (1), e′t′(z, h̄) = f ′(z) defines f ′ ∈ TwD(p(D)). Then f−1f ′ ∈
ΠD(p(D)) and f−1f ′(z)Θz for all z ∈ p(D). Thus again, it follows that f−1f ′(z) =
z for z ∈ p(D), implying that f = f ′ ∈ TwD(p(D)). This finishes our proof of the
lemma. �

Orbits of a twin group: Let C be a subset of an algebra B ∈ V. We shall be writing

u
tw∼ v to mean that elements u and v of C are in the same orbit of TwB(C) acting

on C. (When the notation u
tw∼ v is used, the algebra B and set C are to be

determined from the context.)

Remark 2: Let p ∈ P �s (D) and {f, g} ⊆ p(D). As a consequence of Claim 1 and
Lemma 8.1, if (f, g) ∈ Θ then either f = g or |[[f 6= g]]| = 2. Using Lemmas 7.1
and 8.2, we see that if {h, k} ⊆ p(D) and h/Θ tw∼ k/Θ with respect to the twin
group induced by R on p(D)/Θ then for all but at most two x ∈ X we must have
h(x) tw∼ k(x) in the group induced by A on the x th projection of p(D) (which is a
(0A, µ)- minimal set).

The next three lemmas contain key observations.

Lemma 8.3. Let p ∈ P �s (D) and π(z/Θ) = p(z)/Θ. Suppose that y0 ∈ X and
(fi, gi), 0 ≤ i ≤ 2|U |2 are pairs of elements of p(D) such that for all i, fiΘgi and
fi(y0) 6= gi(y0). There exists i < j ≤ 2|U |2 such that fi/Θ

tw∼ fj/Θ (with respect to
the twin group that R induces on the set π(R)).

Proof. We can replace p(D), π(R) by the polynomially isomorphic sā(D) = D(U)
and sā/Θ(R) = R(U). Thus we assume that fi, gi belong to D(U). Since fiΘgi, by
Claim 1, we can find pi ∈ ΠD(D(U)) and (ci, di) ∈ µ|U and zi 6= y0 such that

{pi(fi), pi(gi)} = {[ci, di]y0 , [ci, di]zi} .
Now ΠD(D(U)) contains the permutation χ = ξX , where ξ = py0

i (since D is a
diagonal subalgebra of AX). By multiplying pi on the left by χ−1, we can assume
that pi ∈ TwD(D(U)) and at the coordinate y0, pi acts as the identity.

Now by cardinality considerations, there exist i < j such that

(fi(y0), gi(y0)) = (fj(y0), gj(y0))

and either ci = cj = fi(y0), or else di = dj = fi(y0). The cases are essentially
symmetric. Suppose that ci = cj = fi(y0), so that di = dj = gi(y0). In this case,

pi(gi) = [ci, di]y0 = [cj , dj ]y0 = pj(gj) .

Since pi, pj ∈ TwD(D(U)), this shows that gi
tw∼ gj and hence that

fi/Θ = gi/Θ
tw∼ gj/Θ = fj/Θ .
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Thus ends the proof of this lemma. �

Lemma 8.4.
(1) Let {f, f ′} ⊆ D(U) and assume that {x0, x1} ⊆ X, x0 6= x1, and f(xi) 6

tw∼
f ′(xi) with respect to TwA(U) for i = 0 and i = 1. Then f/Θ tw∼ f ′/Θ with
respect to TwR(R(U)) iff the following conditions are satisfied (in which tw∼
is understood to be with respect to TwA(U)):
(i) For some e ∈ {f(x0), f(x1)}, for all x ∈ X \ {x0, x1} we have f(x) tw∼

f ′(x) tw∼ e.
(ii) f ′(xi)

tw∼ f(x1−i) for each i ∈ {0, 1}.
(iii) (x0, x1) ∈ E and there exist c tw∼ f(x0) and d

tw∼ f(x1) such that
(c, d) ∈ µ.

(2) Let p ∈ P �s (D), and for f ∈ D, put π(f/Θ) = p(f)/Θ. Suppose that
{f, f ′} ⊆ p(D), that {x0, x1} ⊆ X, x0 6= x1, that f(xi) 6

tw∼ f ′(xi) with respect
to TwA(px(A)) for i = 0 and i = 1, and that f/Θ 6tw∼ f ′/Θ with respect to
TwR(π(R)). Then there are x2, x3 ∈ X such that whenever {u, u′} ⊆ p(D)
and u(x) = f(x) and u′(x) = f ′(x) for all x ∈ {x0, x1, x2, x3} then u/Θ 6tw∼
u′/Θ.

Proof. To prove (1), let {f, f ′} ⊆ D(U), {x0, x1} ⊆ X satisfy the conditions
stated in the first sentence of (1). Suppose first that f/Θ tw∼ f ′/Θ with respect
to TwR(R(U)). Then by Lemma 8.2 (3), there is q ∈ TwD(D(U)) so that q(f)Θf ′.
Now q(f)(x) tw∼ f(x) for all x ∈ X (with respect to TwA(U)), and so q(f) must dif-
fer from f ′ at x0 and x1. Since q(f)Θf ′, then by Claim 1, (x0, x1) ∈ E and there is
r ∈ ΠD(D(U)) and (c, d) ∈ µ|U , c 6= d, so that {r(q(f)), r(f ′)} = {[c, d]x0 , [c, d]x1}.
Let for u ∈ D(U), r(u) = 〈rx(u(x)) : x ∈ X〉; put t(u) = rx0 ◦u; and put r′ = t−1◦r.
Thus r′ ∈ TwD(D(U)) and {r′(q(f)), r′(f ′)} = {[c′, d′]x0 , [c

′, d′]x1} with (c′, d′) ∈ µ.
Now for all x ∈ X, f(x) tw∼ r′(q(f))(x) and f ′(x) tw∼ r′(f ′)(x). It should be obvious
that this establishes that (i)–(iii) hold.

Conversely, suppose that (i)–(iii) are satisfied. Let (c, d) ∈ µ be as in (iii). Thus
f(x0) tw∼ c

tw∼ f ′(x1) and f ′(x0) tw∼ d
tw∼ f(x1). There are two cases: either we have

f(x) tw∼ f ′(x) tw∼ c for all x ∈ X \ {x0, x1}, or we have f(x) tw∼ f ′(x) tw∼ d for all x ∈
X \{x0, x1}. In the first case, choose for all x ∈ X \{x0, x1} some rx, tx ∈ TwA(U)
with rx(f(x)) = c = tx(f ′(x)), and choose rx0 , rx1 , tx0 , tx1 ∈ TwA(U) so that

(rx0(f(x0)), rx1(f(x1))) = (c, d) = (tx1(f ′(x1)), tx0(f ′(x0))) .

By Lemma 7.1, there are r, t ∈ TwD(D(U)) with r(u) = 〈rx(u(x)) : x ∈ X〉, t(u) =
〈tx(u(x)) : x ∈ X〉, for all u ∈ D(U). Clearly, r(f) = [c, d]x1 and t(f ′) = [c, d]x0 .
Here, r(f)Θt(f ′). Thus t−1r(f)Θf ′ and t−1r ∈ TwD(D(U)), which shows that
f/Θ tw∼ f ′/Θ with respect to the group TwR(R(U)), as required. The proof in the
second case is essentially the same.

To prove (2), note that since p(D) is polynomially isomorphic in D to D(U),
then we lose no generality by assuming that p(D) = D(U). Then by statement (1),
some one of (i), (ii), (iii) fails. If (ii) or (iii) fails, then statement (1) implies that
we get the desired result by taking x2 = x3 = x0. If (i) fails then there are x2, x3
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in X \ {x0, x1} so that ¬(f(x2) tw∼ f ′(x2) tw∼ f(x0)) and ¬(f(x3) tw∼ f ′(x3) tw∼ f(x1)).
Then for u, u′ in D(U) agreeing with f, f ′ respectively at x0, x1, x2, x3, statement
(1) implies that u 6tw∼ u′ relative to TwD(D(U)), as desired. �

Lemma 8.5. Let {f, f ′} ⊆ D(U) and assume that {x0, x1} ⊆ X, x0 6= x1, and
[[f 6= g]] = {x0, x1}.

(1) (f, f ′) ∈ Θ iff the following conditions are satisfied.
(i) (x0, x1) ∈ E and (f(x0), f ′(x0)) ∈ µ.
(ii) There is σ ∈ TwA(U) with (σ(f(x1)), σ(f ′(x1))) = (f ′(x0), f(x0)).

(iii) For some e ∈ {f(x0), f ′(x0)}, for all x ∈ X\{x0, x1} we have f(x) tw∼ e
with respect to the group TwA(U).

(2) If (f, f ′) 6∈ Θ then there are x2, x3 ∈ X such that whenever {u, u′} ⊆ D(U)
and (u(x), u′(x)) = (f(x), f ′(x)) for all x ∈ {x0, x1, x2, x3} then (u, u′) 6∈
Θ.

Proof. We use Claim 1. Suppose that (f, f ′) ∈ Θ and choose τ ∈ ΠD(D(U))
such that {τ(f), τ(f ′)} = {[c, d]x0 , [c, d]x1} with (c, d) ∈ µ and (x0, x1) ∈ E. For
u ∈ D(U), say τ(u) = 〈τx(u(x)) : x ∈ X〉. For x ∈ X, put σx = τ−1

x0
τx, so that

σx ∈ TwA(U). Now we have (σx1(f(x1)), σx1(f ′(x1))) = (f ′(x0), f(x0)). Moreover,
for all x ∈ X \ {x0, x1}, σx(f(x)) = σx(f ′(x)) = τ−1

x0
(c) ∈ {f(x0), f ′(x0)}. Thus

conditions (i)–(iii) are fulfilled if (f, f ′) ∈ Θ.
Conversely, if (i)–(iii) are satisfied, then by Lemma 7.1, there is τ ∈ TwD(D(U))

with {τ(f), τ(f ′)} = {[c, d]x0 , [c, d]x1} where c = e and {c, d} = {f(x0), f ′(x0)}.
Thus (f, f ′) ∈ Θ in this case.

Thus (1) is proved. Assertion (2) is an immediate consequence of (1). �

Definition 8.6. For p ∈ P �s (A), we put M(pt0) equal to the set of pairs (c̄, d̄) ∈
(Am)2 such that ∅ 6= E(pt0, c̄, d̄) 6= A and for all c̄′, d̄′ ∈ Am, if E(pt0, c̄, d̄) <
E(pt0, c̄′, d̄′) then E(pt0, c̄′, d̄′) = A.

Claim 3: Suppose that νsc̄ ∈ P �s (A) with τνsc̄ = sc̄. Then for any ū, v̄ ∈ Am,

E(νsc̄t0, ū, v̄) = E(sc̄t0, ū, v̄) and M(νsc̄t0) = M(sc̄t0) .

This claim is obvious. Recall that the numbers M1,M3 were defined in the fourth
paragraph of this section.

Definition 8.7. Let the polynomial σ of R belong to P �s (R). For c̄, d̄ ∈ (Rm), we
put (c̄, d̄) ∈M ′(σt0) if and only if the following are satisfied:

(M′1): ∅ 6= E(σt0, c̄, d̄) < R.

(M′2): Let c̄′, d̄′ ∈ (Rm) be such that E(σt0, c̄, d̄) < E(σt0, c̄′, d̄′) < R. Let

T =
{
σt0(u, c̄′) : u ∈ E(σt0, c̄, d̄)

}
.

Then the number of orbits under TwR(σ(R)) containing members of T is at most
M1.
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(M′3): Let c̄′, d̄′ ∈ (Rm) be such that E(σt0, c̄, d̄) \ E(σt0, c̄′, d̄′) 6= ∅. Let

T =
{
σt0(u, c̄) : u ∈ E(σt0, c̄, d̄) \ E(σt0, c̄′, d̄′)

}
.

Then the number of orbits under TwR(σ(R)) containing members of T is at least
M3 − 2.
(M′4): The number of orbits under TwR(σ(R)) of elements σt0(u, c̄) with u ∈
E(σt0, c̄, d̄) is at least M3.

Claim 4: For any νsτ̄ ∈ P �s (R) (so that there exists a polynomial ξ with ξνsτ̄ = sτ̄ ),
we have M ′(νsτ̄ t0) = M ′(sτ̄ t0).

Claim 4 is straightforward to prove, and we leave that to the reader.

The next two claims assert much deeper properties of M ′(σt0). The proofs are
lengthy. We state both claims, prove Claim 6 first, and then prove Claim 5.

Claim 5: Suppose that (c̄, d̄) ∈ M ′(sτ̄ t0). There exists a unique point x0 ∈ X and
a unique subset S ⊆ A so that whenever b̄ ∈ Dk and {h̄, k̄} ⊆ Dm with τ̄ = b̄/Θ,
c̄ = h̄/Θ, d̄ = k̄/Θ, then

(1) {x ∈ X : E(sb̄(x)t0, h̄(x), k̄(x)) 6= A} = {x0} and (h̄(x0), k̄(x0)) is in
M(sb̄(x0)t0);

(2) S = E(sb̄(x0)t0, h̄(x0), k̄(x0)), and for all f ∈ D, we have f/Θ ∈ E(sτ̄ t0, c̄, d̄)
if and only if f(x0) ∈ S.

Definition 8.8. We define Λ to be the set of all systems(
ā0, ā1, ē0, ē1, ē2, w0, w1, w2

)
with āi ∈ Ak, ēi ∈ Am, wi ∈ A such that

(i) (ē0, ē1) ∈M(sā0t0).
(ii) w0 6∈ E(sā0t0, ē

0, ē1).
(iii) sā1t0(w1, ē

2) 6tw∼ sā1t0(w2, ē
2) in sā1(A).

Claim 6: Suppose that x0 ∈ X and (ā0, ā1, ē0, ē1, ē2, w0, w1, w2) ∈ Λ. Put h̄ =
[ē2, ē0]x0 , k̄ = [ē2, ē1]x0 so that h̄, k̄ ∈ Dm, and put b̄ = [ā1, ā0]x0 ∈ Dk. Finally,
put c̄ = h̄/Θ, d̄ = k̄/Θ, τ̄ = b̄/Θ.

Then (c̄, d̄) ∈M ′(sτ̄ t0). Moreover, if it happens that

sā0t0(w0, ē
0) = sā1t0(w1, ē

2) = a′ ,

then where f = [w1, w0]x0 and b′ = sā0t0(w0, ē
1), we have sb̄t0(f, h̄) = 〈a′〉 and

sb̄t0(f, k̄) = [a′, b′]x0 .

Remark 3: Suppose that ā0 ∈ Ak and (ē0, ē1) ∈M(sā0t0) and

sā0t0(w0, ē
0) = a′ 6= b′ = sā0t0(w0, ē

1) .

Choose w ∈ E(sā0t0, ē
0, ē1), say

sā0t0(w, ē0) = sā0t0(w, ē1) = c′ .

By Lemma 7.6, sā0(A) = U ′ is an (0A, µ)-minimal set. Since sā0t0(w, ē0) =
sā0t0(w, ē1) and A/µ is Abelian, then (a′, b′) ∈ µ. Thus a′ and b′ lie in one of
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the traces of U ′. Lemma 7.7 applies in this situation and we conclude that c′ can-
not be twin-equivalent (relative to the group TwA(U ′)) to both a′ and b′. It is easy
to check that if c′ 6tw∼ a′ then (ā0, ā0, ē0, ē1, ē0, w0, w0, w) ∈ Λ, while if c′ 6tw∼ b′ then
(ā0, ā0, ē1, ē0, ē1, w0, w0, w) ∈ Λ.

Proof of Claim 6. Throughout this proof, we shall write p = sb̄, pi = sāi (i ∈
{0, 1}). Now E(sτ̄ t0, c̄, d̄) 6= R since pt0(f, h̄) is not Θ-equivalent to pt0(f, k̄), as
follows by Claim 1 and Remark 1. That E(sτ̄ t0, c̄, d̄) 6= ∅ is a consequence of the
fact that E(p0t0, ē

0, ē1) 6= ∅. Thus we have verified (M′1).
To prove (M′4) for sτ̄ , c̄, d̄, choose pairwise disjoint two-element sets

{yi, zi} ⊆ X \ {x0} , 0 ≤ i < M = b(|X| − 1)/2c .

For i < M , define fi ∈ D so that fi(x0) ∈ E(p0t0, ē
0, ē1), fi(yi) = fi(zi) = w1 and

fi(x) = w2 for all x ∈ X \ {x0, yi, zi}. Now ui = fi/Θ belongs to E(sτ̄ t0, c̄, d̄). We
claim that where vi = sτ̄ t0(ui, c̄), then for 0 ≤ i < j < M , we have vi 6

tw∼ vj with
respect to the group TwR(sτ̄ (R)). This follows from Remark 2 and the observation
that there are four x ∈ X for which

{p1t0(fi(x), h̄(x)), p1t0(fj(x), h̄(x))} = {p1t0(w1, ē
2), p1t0(w2, ē

2)} .

Now M3 ≤M since we required, in condition (E2) at the beginning of our proof of
Theorem 7.3, that |X| ≥ 2M3 + 1. This concludes our proof of (M′4).

Notice that since h̄ differs from k̄ only at x0, then for any z ∈ D, we have, by
Remark 2, that

z/Θ ∈ E(sτ̄ t0, c̄, d̄)⇔ pt0(z, h̄) = pt0(z, k̄)⇔

⇔ p0t0(z(x0), ē0) = p0t0(z(x0), ē1)⇔ z(x0) ∈ E(p0t0, ē
0, ē1) .

Next, to prove (M′2) for sτ̄ , c̄, d̄, assume that f̄/Θ, ḡ/Θ ∈ Rm (f̄ , ḡ ∈ Dm)
are such that E(sτ̄ t0, c̄, d̄) < E(sτ̄ t0, f̄/Θ, ḡ/Θ) < R. Choose z0 ∈ D such that
z0/Θ ∈ E(sτ̄ t0, f̄/Θ, ḡ/Θ) \ E(sτ̄ t0, c̄, d̄), and choose z1 ∈ D such that

z1/Θ 6∈ E(sτ̄ t0, f̄/Θ, ḡ/Θ) .

Now we look at cases.

Case 1: E(p0t0, f̄(x0), ḡ(x0)) = A. In this case, we can choose x2 ∈ X \ {x0}
such that p1t0(z1(x2), f̄(x2)) 6= p1t0(z1(x2), ḡ(x2)). Let z ∈ D be any element such
that z(x2) = z1(x2), z(x0) ∈ E(p0t0, ē

0, ē1). Then pt0(z, f̄)(x2) 6= pt0(z, ḡ)(x2) but
pt0(z, f̄)Θpt0(z, ḡ) (since z ∈ E(pt0, h̄, k̄) and E(sτ̄ t0, c̄, d̄) ⊆ E(sτ̄ t0, f̄/Θ, ḡ/Θ)).
Thus by Remark 2, there is x = x(z) ∈ X \ {x0, x2} such that [[pt0(z, f̄) 6=
pt0(z, ḡ)]] = {x, x2}. Since D projects onto AM2 at every set of M2 coordinates
(our choice of generators), it easily follows, by allowing z to vary, and using that no
two elements of p(D) which disagree at just one place, or at more than two places,
are Θ-congruent (Remark 2), that x(z) is independent of z—call it x1, and that
E(p1t0, f̄(x), ḡ(x)) is A for all x 6∈ {x1, x2}, and is empty for x ∈ {x1, x2}.

Thus for z ∈ D with z(x0) ∈ E(p0t0, ē0, ē
1)—i.e., with z ∈ E(pt0, h̄, k̄), we have

the pair
(fz, gz) = (pt0(z, f̄), pt0(z, ḡ))

consisting of two functions which differ precisely at x1 and x2 and are Θ-equivalent.
By Lemma 8.3, it follows that the elements fz/Θ represent no more than 2|U |2 =
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M1 distinct tw∼-equivalence classes in sτ̄ (R). This finishes the proof of (M′2) in Case
1.

Case 2: E(p0t0, ē
0, ē1) ⊆ E(p0t0, f̄(x0), ḡ(x0)) 6= A. In this case, since (ē0, ē1) ∈

M(p0t0), then E(p0t0, ē
0, ē1) = E(p0t0, f̄(x0), ḡ(x0)). Hence, in this case,

p0t0(z0(x0), f̄(x0)) 6= p0t0(z0(x0), ḡ(x0)) .

Since sτ̄ t0(z0, f̄)Θsτ̄ t0(z0, ḡ), it follows that there is x2 6= x0 such that

[[sτ̄ t0(z0, f̄) 6= sτ̄ t0(z0, ḡ)]] = {x0, x2} .
Now, letting z vary over all elements of D such that z(x0) ∈ E(p0t0, ē

0, ē1), and
z(x2) = z0(x2), we easily conclude, as in Case 1, that there are two distinct coordi-
nates x ∈ X\{x0} at which E(p1t0, f̄(x), ḡ(x)) is empty and at all other coordinates
in X \ {x0}, this set is A. Now |[[pt0(z0, f̄) 6= pt0(z0, ḡ)]]| = 3, contradiction.

Case 3: E(p0t0, ē
0, ē1) 6⊆ E(p0t0, f̄(x0), ḡ(x0)). In this case, choosing p ∈

E(p0t0, ē
0, ē1) \ E(p0t0, f̄(x0), ḡ(x0)) and considering arbitrary z ∈ D such that

z(x0) = p, we find that there is x1 6= x0 such that E(p1t0, f̄(x), ḡ(x)) is A for all
x 6∈ {x0, x1} and this set is empty at x = x1. Then it follows that at x = x0,
E(p0t0, f̄(x0), ḡ(x0)) is disjoint from E(p0t0, ē

0, ē1). Thus the same argument used
in Case 1 can now be applied, substituting {x0, x1} for the set {x1, x2} used there.
This completes our proof that (M′2) holds.

Now to prove (M′3) for sτ̄ , c̄, d̄, suppose that f̄ , ḡ ∈ (Dm)2 satisfy

E(sτ̄ t0, c̄, d̄) \ E(sτ̄ t0, f̄/Θ, ḡ/Θ) 6= ∅ .
For this proof, we take EΘ to be the set of z ∈ D such that z/Θ belongs to
E(sτ̄ t0, f̄/Θ, ḡ/Θ). We choose z0 ∈ E(pt0, h̄, k̄) \ EΘ; then we choose x1 ∈ X at
which the functions pt0(z0, f̄) and pt0(z0, ḡ) are unequal.

In this proof of (M′3), we will eventually find z′ ∈ E(pt0, h̄, k̄) \ EΘ; and a set
Y of at most five points in X, including {x0, x1}, such that where DY denotes the
set of all z ∈ D such that z|Y = z′|Y , we have DY ∩ EΘ = ∅. Then repeating the
proof of (M′4) above, using functions in DY which take the value w1 at two points
outside Y , and the value w2 at all other points outside Y , we can complete the
proof of (M′3).

As a first approximation to the desired Y and z′, take Y = {x0, x1} and z′ = z0.
(Note that we are not assuming that x0 6= x1.) Let us assume that this doesn’t
work. Then there is z1 ∈ D with z1(x) = z0(x) for x ∈ {x0, x1} and z1 ∈ EΘ. Thus
there exists x2 6= x1 such that (x1, x2) ∈ E and pt0(z1, f̄) disagrees with pt0(z1, ḡ)
precisely at x1 and x2. (Note that it may be that x2 = x0.) Suppose that there
is z2 ∈ D which agrees with z1 at x0, x1, x2 such that pt0(z2, f̄) disagrees with
pt0(z2, ḡ) at some point x3 distinct from x1 and x2. Then by Claim 1, all z ∈ D
which agree with z2 on Y = {x0, x1, x2, x3} lie outside EΘ, and so we are done in
this case. Hence, we can assume that no such z2 exists.

We now have that for all x 6∈ {x0, x1, x2},
E(p1t0, f̄(x), ḡ(x)) = A .

Similarly, we can discard the possibility that E(p1t0, f̄(x), ḡ(x)) 6= ∅ for some x ∈
{x1, x2} \ {x0}. And so we now assume that

E(p1t0, f̄(x), ḡ(x)) = ∅ if x ∈ {x1, x2} \ {x0} .
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Then if pt0(z0, f̄) and pt0(z0, ḡ) agree at x2, it follows that x2 = x0, and also that
pt0(z1, f̄) and pt0(z1, ḡ) agree at x2, since z1(x0) = z0(x0). This contradiction
establishes that x2 ∈ [[pt0(z0, f̄) 6= pt0(z0, ḡ)]]. Similarly, we get a contradiction if
x0 6∈ {x1, x2} and {x0, x1, x2} ⊆ [[pt0(z0, f̄) 6= pt0(z0, ḡ)]]. Thus we have that

[[pt0(z0, f̄) 6= pt0(z0, ḡ)]] = {x1, x2} .

To conclude the argument for (M′3), we make a translation from p(D) to D(U)
via polynomial isomorphism. Recall that ā ∈ Ak and sā(A) = U . Let b̄′ = [ā, ā]∅ ∈
Dk. According to Lemma 7.6, p|D(U) and sb̄′ |p(D) are bijections from D(U) to p(D),
and from p(D) to D(U), respectively, and there is a polynomial q of D such that
pq is the identity on p(D) and qp is the identity on D(U).

We are going to be able to take z′ = z0. Put f = qpt0(z0, f̄), f ′ = qpt0(z0, ḡ).
Thus [[f 6= f ′]] = {x1, x2} and {f, f ′} ⊆ D(U), (f, f ′) 6∈ Θ. By Lemma 8.5,
there is a set Y of at most five points, including {x0, x1, x2} such that whenever
{u, u′} ⊆ D(U) and u(x) = f(x) and u′(x) = f ′(x) for all x ∈ Y then (u, u′) 6∈ Θ.
It follows that when z ∈ D and z agrees with z0 on Y , then z 6∈ EΘ. This concludes
our proof of (M′3), and also ends the proof of Claim 6. �

Proof of Claim 5. Suppose that (c̄, d̄) ∈ M ′(sτ̄ t0). We begin by assuming that
(c̄, d̄) = (h̄/Θ, k̄/Θ) with h̄, k̄ ∈ Dm, and that τ̄ = b̄/Θ with b̄ ∈ Dk. We proceed
to find the element x0 ∈ X and the set S ⊆ A to satisfy statements (1) and (2) of
this claim. Then we will need to demonstrate that x0 and S are independent of the
choice of h̄, k̄, b̄.

For a while, we will operate under the following assumptions:
Assumption 1: For all z ∈ D,

z/Θ ∈ E(sτ̄ t0, h̄/Θ, k̄/Θ)⇔ z ∈ E(sb̄t0, h̄, k̄) .

Assumption 2: There are x0, x1 ∈ X, x0 6= x1, such that

E(sb̄(x)t0, h̄(x), k̄(x)) 6= A for x ∈ {x0, x1}.

Employing (M′4), we choose Z ⊆ D, |Z| = M3, so that

Z/Θ ⊆ E(sτ̄ t0, h̄/Θ, k̄/Θ) ,

and for all z 6= z′, {z, z′} ⊆ Z,

sb̄t0(z, h̄)/Θ and sb̄t0(z′, h̄)/Θ are not tw∼-related in sb̄(D)/Θ .

For z ∈ Z we write fz for sb̄t0(z, h̄). We divide the set of two-element subsets of Z
into two classes, C1 and C2, where {z, z′} ∈ Ci iff the set of x ∈ X such that fz(x)
and fz

′
(x) are not tw∼-related in sb̄(x)(A) is a one-element set (i = 1), or a set of

at least two elements (i = 2). Since sb̄(D) is polynomially isomorphic to D(U), it
follows by Lemma 7.1 that each set {z, z′} belongs to one of these two classes.

By our choice of M3 and M1, for some i ∈ {1, 2}, there is a set Zi ⊆ Z, |Zi| =
2M1, such that all two-element subsets from Zi belong to Ci. Clearly, i = 1 is
impossible, since 2M1 > |U | and for all x, |U | = |sb̄(x)(A)|.
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Thus i = 2. For each pair z, z′ ∈ Z2, z 6= z′, we can choose, by Lemma 8.4, a
set Yz,z′ of at most four elements of X so that whenever u, u′ ∈ sb̄(D) and u agrees
with fz on Yz,z′ and u′ agrees with fz

′
on the set Yz,z′ , then u/Θ and u′/Θ are not

tw∼ related in sτ̄ (R).
Define Y to be the union of all the sets Yz,z′ and the set {x0}. Thus

|Y | ≤ 4 · 2M2
1 + 1 ≤M2 .

We have that whenever {z0, z1} is a two element subset of Z2 and {u0, u1} ⊆ sb̄(D)
and ui = fzi on the set Y , then u0/Θ and u1/Θ are not tw∼ related in sτ̄ (R).

Since |Y | ≤ M2, we can find h̄0, k̄0 ∈ Dm such that h̄0(x) = k̄0(x) for all
x 6= x0, h̄0 agrees with h̄ at all x ∈ Y , and k̄0(x0) = k̄(x0). By Assumption 1 and
Assumption 2 above, we have that

E(sτ̄ t0, h̄/Θ, k̄/Θ) < E(sτ̄ t0, h̄0/Θ, k̄0/Θ) < R .

Now Z2/Θ ⊆ E(sτ̄ t0, h̄/Θ, k̄/Θ). For z ∈ Z2, put fz0 = sb̄t0(z, h̄0). Then it is clear
from the above observations that for z 6= z′, {z, z′} ⊆ Z2, fz0 /Θ and fz

′

0 /Θ are not
tw∼-related in sτ̄ (R). Since |Z2| = 2M1, this contradicts (M′2) for h̄, k̄.

The contradiction just obtained shows that Assumptions 1 and 2 above are not
jointly tenable. Let us next assume for a moment that Assumption 1 fails. To
handle this case, we can use Lemma 8.3.

Using the failure of Assumption 1, choose z ∈ D so that

sb̄t0(z, h̄)Θsb̄t0(z, k̄)

but these functions are unequal. Then choose x2 6= x3 such that these functions
differ precisely at x2, x3. Choose h̄0, k̄0 ∈ Dm such that h̄0 = k̄0 at all x 6= x2 and
at x2 these functions agree with h̄, k̄, respectively. Then

z/Θ ∈ E(sτ̄ t0, h̄/Θ, k̄/Θ) \ E(sτ̄ t0, h̄0/Θ, k̄0/Θ) .

By (M′3) for h̄/Θ, k̄/Θ, and since M3 − 2 > 2|U |2 = M1, we have z0, . . . , zM1 in D
such that where

(fi, gi) = (sb̄t0(zi, h̄), sb̄t0(zi, k̄)) ,

we have fiΘgi, fi(x2) 6= gi(x2), and for no i < j do we have fi/Θ
tw∼ fj/Θ in sτ̄ (R).

But this contradicts Lemma 8.3.

In this way, we have seen that Assumption 1 holds. Since Assumption 1 and
Assumption 2 cannot both hold, then we have established that there is x0 ∈ X such
that for all x 6= x0, E(sb̄(x)t0, h̄(x), k̄(x)) = A and ∅ 6= E(sb̄(x0)t0, h̄(x0), k̄(x0)) 6= A.

To finish the proof of Claim 5, statement (1), we must show that

(h̄(x0), k̄(x0)) ∈M(sb̄(x0)t0) .

Assume not. Choose ū, v̄ ∈ Am such that

A 6= E(sb̄(x0)t0, ū, v̄) > E(sb̄(x0)t0, h̄(x0), k̄(x0)) .

Then we can produce h̄0, k̄0 ∈ Dm which are equal at all x 6= x0 and take at x0 the
values ū, v̄. Clearly, we have that

E(sτ̄ t0, h̄/Θ, k̄/Θ) < E(sτ̄ t0, h̄0/Θ, k̄0/Θ) < R .
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We are aiming at contradicting (M′2) for h̄/Θ, k̄/Θ. To achieve the contradiction,
we have to be rather precise about our choice of the tuple of functions h̄0 restricted
to x 6= x0. Here is how we do it.

As usual, let fz = sb̄t0(z, h̄) and choose a set Z ⊆ E(sb̄t0, h̄, k̄), |Z| = M3, such
that for z 6= z′ in Z, fz/Θ and fz

′
/Θ are not tw∼ related. Let T denote the set of

all x ∈ X \ {x0} such that for some z, z′ ∈ Z, fz(x) and fz
′
(x) are not tw∼-related

in sb̄(x)(A). Suppose that |T | ≤ 2M1 + 1. Since |U |2M1+2 < M3, there must then
exist z, z′ ∈ Z, z 6= z′, such that fz|T∪{x0} = fz

′ |T∪{x0}. But then, it follows from

Lemma 7.1 that fz tw∼ fz
′

in sb̄(D). This contradiction tells us that we can choose
a set Y ⊆ X \ {x0}, |Y | = 2(M1 + 1), such that for all y ∈ Y , there are z, z′ ∈ Z
such that fz(y) 6tw∼ fz

′
(y). Write Y = {y0, . . . , y2M1+1}. For y = yi ∈ Y , choose

z, z′ ∈ Z with fz(y) 6tw∼ fz
′
(y), and put (pi, qi) = (z(yi), z′(yi)).

Of course, we choose h̄0, k̄0 so that h̄0|Y = k̄0|Y = h̄|Y , h̄0(x) = k̄0(x) = ū
for x ∈ X \ (Y ∪ {x0}) (and as we indicated, h̄0(x0) = ū, k̄0(x0) = v̄). These
functions belong to D since 2M1 + 3 ≤ M2. For 0 ≤ j ≤ M1, let zj ∈ D be
such that zj(yi) = pi for i ∈ {2j, 2j + 1} and zj(yi) = qi for i 6∈ {2j, 2j + 1}, and
zj(x) = s for x 6∈ Y , where s is some fixed element in E(sb̄(x0)t0, h̄(x0), k̄(x0)). Now
clearly, for j < j′ ≤ M1, zj , zj′ ∈ E(sb̄t0, h̄, k̄) and the elements sb̄t0(zj , h̄0) and
sb̄t0(zj′ , h̄0) fail to be tw∼ equivalent at four distinct coordinates, so sb̄t0(zj , h̄0)/Θ
and sb̄t0(zj′ , h̄0)/Θ are not tw∼ equivalent. This is, finally, the desired contradiction
of (M′2). It completes the proof of statement (1) of Claim 5.

Setting S = E(sb̄(x0)t0, h̄(x0), k̄(x0)), Statement (2) of Claim 5 becomes obvious,
in view of statement (1) and Claim 1 and Remark 2.

Finally, we have to show that x0 and S do not change when different represen-
tatives are chosen for c̄, d̄, τ̄ . So let c̄ = h̄′/Θ, d̄ = k̄′/Θ, τ̄ = b̄′/Θ. From the proof
of (1), there is a unique x1 ∈ X such that E(sb̄′(x)t0, h̄

′(x), k̄′(x)) 6= A iff x = x1.
By (2) [for h̄, k̄, b̄ and also for h̄′, k̄′, b̄′] we have, for all f ∈ D,

f(x0) ∈ E(sb̄(x0)t0, h̄(x0), k̄(x0)) iff f(x1) ∈ E(sb̄′(x1)t0, h̄
′(x1), k̄′(x1)) .

Also, each of these equality sets is a proper non-void subset of A. These facts
clearly imply that x0 = x1 and

E(sb̄(x0)t0, h̄(x0), k̄(x0)) = E(sb̄′(x0)t0, h̄
′(x0), k̄′(x0)) .

Our proof of Claim 5 is finished. �

The next definition and pair of lemmas are the heart of this proof and justify all
the work we have done.

Definition 8.9. We define Φ to be the set of all systems(
σ, z, u, v, c̄, d̄i (0 ≤ i ≤M0)

)
satisfying

(F1) σ ∈ P �s (R), z, u, v ∈ R and c̄, d̄i ∈ Rm (0 ≤ i ≤M0).
(F2) σt0(z, c̄) = u.
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(F3) For i ≤M0, σt0(z, d̄i) = v 6= u.
(F4) For {i, j} ⊆ {0, 1, · · · ,M0}, i 6= j we have

E(σt0, c̄, d̄i) 6⊆ E(σt0, c̄, d̄j) .

(F5) For all i ≤M0, we have (c̄, d̄i) ∈M ′(σt0).

Lemma 8.10. Suppose that σ(g/Θ) = p(g)/Θ for all g ∈ D where p ∈ P �s (D), and(
σ, z, u, v, c̄, d̄i (0 ≤ i ≤M0)

)
∈ Φ .

Let z = f/Θ, c̄ = h̄/Θ and d̄i = k̄i/Θ for i ≤ M0; and put w = pt0(f, h̄),
wi = pt0(f, k̄i) so that w/Θ = u and wi/Θ = v. Then there exist (a, b) ∈ µ|U ,
a 6= b, and a polynomial q of D with qp(D) = D(U), and a block B of E and
elements xi ∈ B (i ≤M0) so that

q(w) = 〈a〉 and q(wi) = [a, b]xi for all i .

Lemma 8.11. Φ is non-empty.

Proof of Lemma 8.10. By Claim 5, from (F5) we deduce that for each i ≤M0, there
is xi ∈ X such that [[E(pt0, h̄, k̄i) 6= A]] = {xi} and (h̄(xi), k̄i(xi)) ∈M(pxi

t0). Then
[[w 6= wi]] = {xi}. For any {i, j} ⊆ {0, . . . ,M0} with xi 6= xj , we must have wi 6= wj ,
and since wi Θwj , then |[[wi 6= wj ]]| = 2 by Remark 2. Since wi(x) = w(x) = wj(x)
for x 6∈ {xi, xj}, it follows that

for {i, j} ⊆ {0, . . . ,M0}, either xi = xj , or

[[wi 6= wj ]] = {xi, xj} and (xi, xj) ∈ E .
Now (F4) implies that the map i 7→ (xi, h̄(xi), k̄i(xi)) is one-to-one. Since M0 ≥

2|A|2m, it then follows that there must be i0 < i1 < i2 ≤M0 with |{xi0 , xi1 , xi2}| =
3.

Since p(D) is polynomially isomorphic to D(U) and {w0, . . . , wM0} ⊆ w0/Θ,
then by Claim 1 and Remark 1, there is a polynomial q of D such that q|p(D) is
a bijection of p(D) with D(U), and there are (a, b) ∈ µ|U , a 6= b and there is a
block B of the equivalence relation E and for all i ≤ M0 there is yi ∈ B so that
q(wi) = [a, b]yi

.
Now for {j, k} ⊆ {0, 1, 2}, j 6= k, we have

[[[a, b]yij
6= [a, b]yik

]] = [[wij 6= wik ]] = {xij , xik} .

Hence {yi0 , yi1 , yi2} = {xi0 , xi1 , xi2} is a three-element set and q(w) ∈ D(U) differs
from each [a, b]yij

at precisely one point in X. These facts force q(w) = 〈a〉. (Notice
that for all i ≤M0,

{xi} = [[w 6= wi]] = [[〈a〉 6= [a, b]yi
]] = {yi}

so that xi = yi.) �
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Proof of Lemma 8.11. Recall that we have ā ∈ Ak with sā = U and such that
there are ē0, ē1 ∈ Am with ∅ < E(sāt0, ē0, ē1) < A. Obviously, we can select these
elements so that (ē0, ē1) ∈M(sāt0). As we observed in Remark 3, we can also select
them in such a way that there are w1, w2 ∈ A with sāt0(w1, ē0) 6tw∼ sāt0(w2, ē0) in
U .

Now we put p = sb̄ where b̄ ∈ Dk is the tuple for which b̄(x) = ā for all x ∈ X,
and we put σ(g/Θ) = p(g)/Θ for g ∈ D.

Next, we choose distinct elements xi, 0 ≤ i ≤M0, from one E-equivalence class
in X. We put h̄ = [ē0, ē0]∅ and for each i ≤M0, we put k̄i = [ē0, ē1]xi

. Then we take
c̄ = h̄/Θ ∈ Rm and d̄i = k̄i/Θ for i ≤ M0. Finally, we choose w 6∈ E(sāt0, ē0, ē1),
and we put z = 〈w〉/Θ, u = pt0(〈w〉, h̄)/Θ and v = pt0(〈w〉, k̄0)/Θ.

We have (σ, z, u, v, c̄, d̄i(0 ≤ i ≤M0)) ∈ Φ. Indeed, (F1)–(F4) are easily verified.
For (F4), note that pt0(〈w〉, k̄i) = [a0, a1]xi

where aε = sāt0(w, ēε). Condition (F5)
is a consequence of Claim 6 (see Remark 3). �

Definition 8.12. (1) J is the set of all pairs (σ, u) ∈ P �s (R) × R which are
first and third items in some (σ, z, u, v, c̄, d̄i (0 ≤ i ≤M0)) ∈ Φ.

(2) For (σ, u) ∈ J , we take S(σ, u) to be the set of all systems (τ, z, c̄, d̄) ∈
P �s (R) × R × Rm × Rm such that τ(R) = σ(R), (c̄, d̄) ∈ M ′(τt0) and
u = τt0(z, c̄) 6= τt0(z, d̄).

(3) For (σ, u) ∈ J , we take T (σ, u) to be the set of all elements v ∈ R such that
there exists (τ, z, c̄, d̄) ∈ S(σ, u) with τt0(z, d̄) = v.

(4) For (σ, u) ∈ J and v ∈ T (σ, u), we take I(σ, u, v) to be the set of all sets
E(τt0, c̄, d̄) ⊆ R where (τ, z, c̄, d̄) ∈ S(σ, u) and τt0(z, d̄) = v.

(5) For (σ, µ) ∈ J , we take

L(σ, u) = (|I(σ, u, v)| : v ∈ T (σ, u)) .

It is obvious (from Lemma 8.11) that J is non-empty, and also obvious that for
all (σ, u) ∈ J , the sets S(σ, u) and T (σ, u) are non-empty; and for all v ∈ T (σ, u),
the set I(σ, u, v) is non-empty. Thus L(σ, u) is a nonvoid list of positive integers.

We shall now occupy ourselves with developing an algorithm which, when pre-
sented with any (σ, u) ∈ J , invariably produces, from the list L(σ, u), another list
which is ∼-equivalent to the list of block sizes of (X,E).

It is first necessary to learn how to count the sets T (σ, u) and I(σ, u, v) correlated
with (σ, u) ∈ J .

Lemma 8.13 (Normalization Lemma). Suppose that (σ, u) ∈ J and ν, ξ are polyno-
mials of R such that ξνσ = σ (so that νσ ∈ P �s (R)). Then (νσ, ν(u)) ∈ J , ν|T (σ,u)

is a bijection of T (σ, u) onto T (νσ, ν(u)), and for all v ∈ T (σ, u), I(σ, u, v) =
I(νσ, ν(u), ν(v)).

Proof. Assume that σ ∈ P �s (R) and ν, ξ are polynomials with ξνσ = σ. It is easy
to check that for any c̄, d̄ ∈ Rm we have E(σt0, c̄, d̄) = E(νσt0, c̄, d̄), M ′(σt0) =
M ′(νσt0), and (σ, z, u, v, c̄, d̄i (0 ≤ i ≤M0)) ∈ Φ iff (νσ, z, ν(u), ν(v), c̄, d̄i (0 ≤ i ≤
M0)) ∈ Φ. This lemma follows from these facts. �
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Now choose any (σ, u) ∈ J . Our analysis of L(σ, u) begins with an application
of Lemma 8.10. We can write σ(g/Θ) = p(g)/Θ with p ∈ P �s (D). By Definition
8.12(1), we have a system (σ, z, u, v, c̄, d̄ (0 ≤ i ≤M0)) ∈ Φ. Since p(D) is polynomi-
ally isomorphic with D(U), then for the polynomial q with qp(D) = D(U) produced
by Lemma 8.10, there is a polynomial q′ with q′qp = p. Taking ν(g/Θ) = q(g)/Θ
and ξ(g/Θ) = q′(g)/Θ, we can apply the Normalization Lemma to this situation.

Thus (νσ, ν(u)) ∈ J and L(νσ, ν(u)) is essentially the same list as L(σ, u)—it
just uses a different, but bijective, index set, T (νσ, ν(u)) instead of T (σ, u). So we
can work with (νσ, ν(u)) in place of (σ, u). Equivalently, and notationally more
convenient, we make the following assumption.

Normalization Assumption: We have σ(g/Θ) = p(g)/Θ where p(D) = D(U). We
have an (0A, µ)-trace N ⊆ U and an element a ∈ N with u = 〈a〉/Θ. As usual,
ā ∈ Ak denotes a fixed tuple such that sā(A) = U ; and b̄ ∈ Dk is the k-tuple with
b̄(x) = ā for all x. Until the end of this section, we hold p, σ,N, a, u, ā, b̄ fixed and
they satisfy the conditions stipulated here.

We shall use the fact that, by Claim 1, u ∩D(U) = 〈a〉/Θ ∩D(U) = {〈a〉}.

Definition 8.14. (1) S is the set of all systems

(t, ū, v̄, w, ē0, ē1)

where ū ∈ An for some n ≥ 0, t is an n + 1-ary term, v̄ ∈ Ak, w ∈ A,
{ē0, ē1} ⊆ Am and sā ◦ tū ◦ sv̄ ∈ P �s (A), and such that (ē0, ē1) ∈ M(sv̄t0)
and

sātūsv̄t0(w, ē1) 6= sātūsv̄t0(w, ē0) = a ;
and for some ū′ ∈ An, v̄′ ∈ Ak, ē2 ∈ Am, w1, w2 ∈ A we have

a = sātū′sv̄′t0(w1, ē2) 6tw∼ sātū′sv̄′t0(w2, ē2) .

(2) T is the set of all b ∈ U such that for some (t, ū, v̄, w, ē0, ē1) ∈ S, we have
b = sātūsv̄t0(w, ē1).

(3) For b ∈ T , I(b) is the set of all sets E(sv̄t0, ē0, ē1) where for some t, ū, w
we have (t, ū, v̄, w, ē0, ē1) ∈ S and b = sātūsv̄t0(w, ē1).

Claim 7: An element v ∈ R(U) belongs to T (σ, u) iff for some b ∈ T and for some
block B of E, v ∩ D(U) = {[a, b]x : x ∈ B} (i.e., if and only if v = [a, b]x/Θ for
some x ∈ X). Such an element v will be written as v = v(b, B).

Claim 8: For v = v(b, B) ∈ T (σ, u),

I(σ, u, v) =
{
i(x0, C) : x0 ∈ B and C ∈ I(b)

}
where i(x0, C) = {f/Θ ∈ R : f(x0) ∈ C}.

Proof of Claim 7. Suppose first that v ∈ T (σ, u), and choose a system (τ, z, c̄, d̄) ∈
S(σ, u) with τt0(z, d̄) = v. Since τ(R) = R(U) and τ ∈ P �s (R), there is a polynomial
q ∈ P �s (D) with q(D) = D(U) and τ(g/Θ) = q(g)/Θ for all g ∈ D. We can represent
q as q = sb̄ ◦ tū ◦ sv̄ for some term t, with ū ∈ Dn (say) and v̄ ∈ Dk.

Also, we choose h̄, k̄ ∈ Dm with c̄ = h̄/Θ, d̄ = k̄/Θ, and we choose f ∈ D with
z = f/Θ.

Now qt0(f, h̄) ∈ D(U) ∩ 〈a〉/Θ, so by Claim 1,

qt0(f, h̄) = 〈a〉 .
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We have (c̄, d̄) ∈M ′(sv̄/Θt0); so by Claim 5, there is a unique x = x0 ∈ X for which
E(sv̄(x)t0, h̄(x), k̄(x)) 6= A and for this x0, we have (h̄(x0), k̄(x0)) ∈ M(sv̄(x0)t0).
According to Claim 5, the pair

(x0, C) =
(
x0, E(sv̄(x0)t0, h̄(x0), k̄(x0))

)
is determined by τ, c̄, d̄ and, in turn, this pair determines E(τt0, c̄, d̄)—in fact,
E(τt0, c̄, d̄) = i(x0, C).

Now v = τt0(z, d̄) = qt0(f, k̄)/Θ and the function qt0(f, k̄) differs from 〈a〉
precisely at x0, so we have qt0(f, k̄) = [a, b]x0 for some b 6= a. Since (h̄(x0), k̄(x0)) ∈
M(sv̄(x0)t0), then it follows by Claim 2 that (a, b) ∈ µ|U , which means that b ∈ N .

We need to show that b ∈ T . To accomplish this, we prove that

ρ =
(
t, ū(x0), v̄(x0), f(x0), h̄(x0), k̄(x0)

)
= (t, ū′, v̄′, w, ē0, ē1)

belongs to S. To begin, we observe that sā ◦ tū′ ◦ sv̄′ ∈ P �s (A) (by Lemma 8.1 and
the fact that τ(R) = R(U)). Also, (ē0, ē1) ∈ M(sv̄′t0) by construction. It remains
to verify the condition in Definition 8.14 that refers to tw∼. To do that, recall that
the definition of the property (c̄, d̄) ∈M ′(τt0) certainly implies that there are z1, z2

in R with τt0(z1, c̄) 6
tw∼ τt0(z2, c̄) in R(U). We can assume that τt0(z, c̄) 6tw∼ τt0(z1, c̄)

(by exchanging z1 and z2 if necessary). Let z1 = f1/Θ, f1 ∈ D.
By Lemmas 7.1 and 8.2, there must be x1 ∈ X such that where ū′′ = ūx1 ,

v̄′′ = v̄x1 , w1 = f(x1), w2 = f1(x1), ē2 = h̄(x1) then

a = sātū′′sv̄′′t0(w1, ē2) 6tw∼ sātū′′sv̄′′t0(w2, ē2) .

This concludes our proof of the forward implication in Claim 7.

Now for the converse, suppose that v = [a, b]x0/Θ where x0 ∈ X, x0/E = B,
and b ∈ T . We can choose (t, ū, v̄, w, ē0, ē1) ∈ S with b = sātūsv̄t0(w, ē1). Also, we
choose w1, w2, ū

′, v̄′, ē2 satisfying

a = sātū′sv̄′t0(w1, ē2) 6tw∼ sātū′sv̄′t0(w2, ē2) .

We are going to employ Claim 6. Put w0 = w, ā0 = v̄, ā1 = v̄′.
Now we have

(ā0, ā1, ē0, ē1, ē2, w0, w1, w2) ∈ Λ .
By Claim 6, we have (c̄, d̄) ∈M ′(λt0) where c̄ = [ē2, ē0]x0/Θ, d̄ = [ē2, ē1]x0/Θ, and
λ(g/Θ) = s¯̀(g)/Θ with ¯̀ = [v̄′, v̄]x0 . We have, say, that ū ∈ An. Let us now put
k̄ = [ū′, ū]x0 ∈ Dn and put q = sb̄ ◦ tk̄ and for all g ∈ D put γ(g/Θ) = q(g)/Θ.
Finally, take τ = γ ◦ λ.

It is easy to see that τ ∈ P �s (R), τ(R) = R(U), and since (c̄, d̄) ∈ M ′(λt0) then
(c̄, d̄) ∈ M ′(τt0). Now taking z = [w1, w0]x0/Θ, we can verify that τt0(z, c̄) = u
and τt0(z, d̄) = v. Thus we have established that v ∈ T (σ, u), finishing our proof
of Claim 7. �

Proof of Claim 8. Let b ∈ T , B ∈ X/E, and v = v(b, B). To prove this claim we
first take any set Y ∈ I(σ, u, v). A glance at Definition 8.12 tells us that we can
choose (τ, z, c̄, d̄) ∈ S(σ, u) so that τt0(z, d̄) = v and Y = E(τt0, c̄, d̄). We have
τ(g/Θ) = q(g)/Θ where q = sb̄ ◦ tū ◦ sw̄ for all g ∈ D, for a certain term t, ū ∈ Dn,
w̄ ∈ Dk. We write c̄ = h̄/Θ, d̄ = k̄/Θ, z = f/Θ. There is a unique x0 ∈ X such
that E(sātū(x0)sw̄(x0)t0, h̄(x0), k̄(x0)) 6= A. We have qt0(f, h̄) = 〈a〉 since these two
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elements of D(U) are Θ-congruent. The element pt0(f, k̄) ∈ D(U) is in v and differs
from 〈a〉 only at x0; therefore x0 ∈ B and we have

(qt0(f, h̄), qt0(f, k̄)) = (〈a〉, [a, b]x0) .

It should be clear from our proof of Claim 7 that, here, we have

C = E(sātū(x0)sw̄(x0)t0, h̄(x0), k̄(x0)) ∈ I(b) .

Statement (2) in Claim 5 tells us that Y = i(x0, C).

For the converse, assume that Y = i(x0, C) where x0 ∈ B and C ∈ I(b). The
reader will easily verify that the proof of Claim 7 contains the proof that Y ∈
I(σ, u, v). This finishes the proof of Claim 8. �

Claim 9: For (b, B), (b′, B′) ∈ T × X/E we have v(b, B) = v(b′, B′) iff (b, B) =
(b′, B′). For (b, B) ∈ T × X/E and (x,C), (x′, C ′) ∈ B × I(b), we have i(x,C) =
i(x′, C ′) iff (x,C) = (x′, C ′).

Proof. The first statement of Claim 9 follows directly by Claim 1. For the sec-
ond, suppose that (x,C) 6= (x′, C ′) but i(x,C) = i(x′, C ′). We can write C =
E(sv̄t0, ē0, ē1) and write C ′ = E(sv̄′t0, ē′0, ē

′
1); and we know that ∅ 6= C 6= A and

the same for C ′. If, say, x = x′ and C 6= C ′, there is a constant function f = 〈j〉
in D with j ∈ C \ C ′ (or exchange C and C ′). Now f/Θ ∈ i(x,C) = i(x,C ′),
hence there is f ′ ∈ f/Θ with f ′(x) ∈ C ′. Since A is subdirectly irreducible with
monolith µ, there is a polynomial function p of A with sāp(f(x)) 6= sāp(f ′(x)).
Where p̄ is the polynomial of D which acts like sāp at every coordinate, we have
that (p̄(f), p̄(f ′)) ∈ Θ|D(U). This contradicts Claim 1 since these functions are not
equal and p̄(f) is a constant function.

Thus, we can assume that x 6= x′. We now choose f ∈ D with f(x) 6∈ C and
f(x′) ∈ C ′. Since i(x,C) = i(x′, C ′), there is f ′ ∈ f/Θ with f ′(x) ∈ C. Now
Θ ≤ µX so (f(x), f ′(x)) ∈ µ; also f(x) 6∈ C, f ′(x) ∈ C. This contradicts the fact
that C = E(sv̄t0, ē0, ē1) is a union of µ-blocks, which is a consequence of the fact
that C(µ, 1A; 0A) (Corollary 7.8). We have now concluded our proof of Claim 9. �

Claims 7, 8, 9 give that

L(σ, u) ∼
(
|I(b)| · |B| : (b, B) ∈ T × (X/E)

)
= t̄ · ē ,

where t̄ = (|I(b)| : b ∈ T ) and ē = (|B| : B ∈ X/E). Recall that at the beginning
of this proof, as we defined R = R(X,E), we assumed that in the multi-set ē, the
integer 1 occurs as a value precisely once and that all other values are greater than
2|A|k+2m. It is also true that every entry of t̄ is no greater than |A|k+2m. Thus let

L′(σ, u) = (|I(σ, u, v)| : v ∈ T (σ, u) and |I(σ, u, v)| ≤M0) .

It follows from the displayed formulas and observations above that L′(σ, u) ∼ t̄,
and so

L(σ, u) ∼ L′(σ, u) · ē .

Recall that (σ, u) is essentially arbitrary. Now it follows by the Lovász cancel-
lation theorem [14] that for each (σ, u) ∈ J , ē is, up to ∼-equivalence, the unique
multi-set m̄ such that L(σ, u) ∼ L′(σ, u)·m̄. This paragraph has revealed our proce-
dure for recovering (X,E) up to isomorphism from L(σ, u) (completely formulated



VARIETIES WITH VERY FEW MODELS 39

in the preceding sentence), and also has concluded our proof that the procedure
works as advertised.

To conclude, let n ≥M3, and let X be a set of cardinality (M0 + 1)n+ 1. Par-
titions of n can be encoded faithfully as equivalence relations on X by multiplying
all numbers by M0 + 1 and adding the integer 1 as a new entry. Thus π(n) is no
greater than the number of non-isomorphic equivalence relation structures (X,E)
on the given universe X that satisfy our initial conditions (E1) and (E2). The size
of the set G(X) of generators of D(X,E) is bounded above by

(2n ·M0)M2 |A|M2 .

Thus, we have proved that
π(n) ≤ nCM2 · C ′

for certain constants C and C ′, and for all n. This contradicts a known result,
mentioned in Section 4. With this contradiction, our proof of Theorem 7.3 is
concluded.

Theorem 8.15. V is Abelian.

Proof. This follows from Theorems 6.3 and 7.3. �

9. The transfer principles and the decomposition

Definition 9.1. We say that V satisfies the (1,2)-transfer principle if there do not
exist congruences α ≺ β ≺ γ on a finite algebra A ∈ V such that

(1) typ(α, β) = 1 and typ(β, γ) = 2 and
(2) the interval I[α, γ] in Con(A) is {α, β, γ}.

An equivalent condition is that whenever congruences α ≺ β ≺ γ on a finite
algebra A ∈ V satisfy (1), then there exists a congruence δ such that α ≺ δ ≤ γ
and typ(α, δ) = 2.

The (2,1)-transfer principle is defined in the same way, exchanging the roles of
1 and 2.

We can apply Theorems 2.7 and 2.8 in K. Kearnes [9] to conclude that V de-
composes as V = A ⊗ S where A is affine and S is strongly Abelian, as soon as
we have shown that V satisfies the (1,2) and the (2,1) transfer principles and that
the following lemma holds.

We remark that this lemma, which we prove directly, is a consequence of Corol-
lary 4.1 of E. W. Kiss, M. Valeriote [13], showing that a locally finite Abelian
variety has the congruence extension property (i.e., CEP), and Theorem 2.13 of K.
Kearnes [7], which proves that Lemma 9.2 holds for varieties with the CEP.

Lemma 9.2. Suppose that B is a finite subdirectly irreducible algebra in V with
monolith µ, A is a subalgebra of B, typ(0B , µ) = 2, and ν is a congruence of A
with 0A ≺ ν ≤ µ|A. Then typ(0A, ν) = 2.

Proof. Assume that typ(0A, ν) 6= 2. Then typ(0A, ν) = 1 and ν is a strongly
Abelian congruence of A (since V is Abelian).

Let U ∈ MB(0B , µ) and (c, d) ∈ ν \ 0A. Then B has a polynomial function f
such that (f(c), f(d)) ∈ U , f(c) 6= f(d). B has a polynomial (the pseudo-Maltsev
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polynomial) t(b̄, x, y, z) such that t(b̄, f(c), f(d), f(d)) = t(b̄, f(d), f(d), f(c)) (=
f(c)) while t(b̄, f(d), f(d), f(d)) 6= t(b̄, f(d), f(d), f(c)). Here t(w̄, x, y, z) is a term
and b̄ is a tuple listing all the elements of B. We can also write f(x) = s(b̄, x) where
s(w̄, x) is a term. Choosing any tuple ā in A, the Abelian property of B implies
that

t(ā, s(ā, c), s(ā, d), s(ā, d)) = t(ā, s(ā, d), s(ā, d), s(ā, c)) while

t(ā, s(ā, d), s(ā, d), s(ā, d)) 6= t(ā, s(ā, d), s(ā, d), s(ā, c)) .

But this contradicts the assumption that ν is strongly Abelian in A. �

We have found no quicker way to prove that V satisfies the (1,2) and the (2,1)
transfer principles other than to repeat, with appropriate modifications, the ar-
guments in R. McKenzie, M. Valeriote [15], Chapter 10. In [15], Chapter 8, it
was shown that for any locally finite Abelian variety W that fails to satisfy one of
these two transfer principles, some finite algebra in W contains one of three special
configurations. With each configuration, a construction was given in Chapter 10
which served to semantically embed the class of all graphs into W. We can use the
same constructions, slightly altered, to produce a large number of non-isomorphic
algebras, contradicting our assumption that GV(n) ≤ nC .

Configuration one. This is the configuraton of [15], Lemma 8.4, treated in
Chapter 10 on pages 107–114: We have a finite algebra A in V with congru-
ences 0A ≺ α ≺ β such that typ(0A, α) = 1 and typ(α, β) = 2. We have subsets
M,N,U, V and elements 0, 0′, 1 satisfying N ⊆ V ⊆ U , M ⊆ U , M ∩ N = {0},
0′ ∈ M \ N , and 1 ∈ N \M . M is a (0A, α)-trace and U ∈ MA(0A, α). N is a
(α, β)-trace and V ∈MA(α, β).

Let n be a positive integer. There are pairwise non-isomorphic symmetric graphs
without loops, G1,G2, . . . ,Gk (k = nn), such that every Gi has the same set G
of vertices, v = |G| = 2n + 9, and every graph Gi has precisely e = 5n + 5
edges. (These graphs encode all the self-maps of an n-element set.) With each
of these graphs G = Gi, we construct an algebra A(G) ≤ AX , |X| = v + 2.
This is the algebra constructed on page 109 of [15] with one minor difference. For
generators, we take the set G? = {fv : v ∈ G}, together with the set E? = {f ie :
i ∈ {1, 2}, e an edge of G} and the set of all constant functions â, a ∈ A, just
as in [15]; but we replace the additional generators in the set N? = {f ∈ NX :
f(p1) = f(p2)} by the subset of N? consisting of the functions f ′v (identical with
fv except that f ′v(p2) = 0) and the functions f ′e (identical to f1

e and to f2
e except

that f ′e(p1) = f ′e(p2) = 0). Thus the algebra A(G) has

g = a+ 2v + 3e = a+ 19n+ 33

generators altogether, where a = |A|.
Now the proof in [15], pp. 109–114, will show that G is recoverable from A(G)

using second-order formulas with the parameters â, a ∈ A. The formulas are
identical to the first order formulas used in [15], except that we use quantification
over the set of all “collapsing” polynomial functions, rather than the selected finite
list of them. This means that in the next to the last paragraph on page 110, we
simply have µ = t(ν1, . . . , νk), νj ∈ G? ∪E?, and so we also have µ = t(ν′1, . . . , ν

′
k),

since t is a collapsing function, where ν′j ∈ N? are among the functions we included
as generators. This is the only modification that needs to be made in the argument.
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Now write Ai for A(Gi). Then where Φ(x̄) is the system of second-order formu-
las we are using to recover G, and ā ∈ (AX)a is the tuple of all constant functions,
we have that Gi

∼= ΦAi(ā)—the graph defined in Ai by the formulas Φ(ā) with pa-
rameters ā. Suppose that i0 6= i1 and Ai0

∼= Ai
∼= Ai1 under maps σij : Aij

∼= Ai.
Then σi0(ā) 6= σi1(ā), since Gij

∼= ΦAi(σij (ā)) while Gi0 6∼= Gi1 . Hence the number
of Aj with Aj

∼= Ai is no greater than |Ai|a.
Recall from J. Berman, R. McKenzie, [3] that since A is Abelian, there is a

constant c such that for all m, |FV (A)(m)| ≤ 2cm. Thus, the number of distinct
a-tuples of elements of Ai is at most 2acg. We conclude that among the Ai there
are no fewer than

nn

2acg
=

nn

2ac(a+19n+33)

non-isomorphic algebras. I.e., we have that

GV(a+ 19n+ 33) ≥ nn

2ac(a+19n+33)
= 2n(logn)−(b+dn) ,

for all n, for certain positive integral constants b and d. This is clearly impossible,
because GV(n) ≤ nC , while n(log n)− (b+ dn) ≥ n for large n.

We remark that it follows from the above analysis that if configuration one can be
found in some finite algebra of V, then GV(M) ≥MkM for some positive constant
k and for infinitely many values of M .

Configuration two. This is the configuration of [15], page 115, Lemma 10.2:
We have a finite algebra A in V and congruences 0A ≺ α ≺ β such that typ(0A, α) =
2 and typ(α, β) = 1. We have sets {0, 1} ⊆ M ⊆ U, {a, b} ⊆ N ⊆ V and a
polynomial function f of A satisfying the following. M is a (0A, α)-trace and
U ∈ MA(0A, α). N is an (α, β)-trace and V ∈ MA(α, β). f(A) ⊆ U , f(N) ⊆ M ,
f(α|V ) ⊆ 0U , and 0 = f(a) 6= f(b) = 1.

Here, the construction and proof in [15], pages 115–120 require no changes. The
concluding argument, to deduce that GV is of exponential growth, is essentially the
same as for the first configuration. This time, we are using g = a+ 1 + v + 2e and
using a+ 1 parameters.

Configuration three. This is the configuration of [15], page 121, Lemma 10.4:
We have a finite algebra A in V and congruences 0A ≺ α ≺ β such that typ(0A, α) =
2 and typ(α, β) = 1. We have subsets M ⊆ U ⊆ V and {a, b} ⊆ N ⊆ V and a
polynomial function f of A satisfying the following. M is a (0A, α)-trace, and
U ∈ MA(0A, α). N is an (α, β)-trace N , and V ∈ MA(α, β). f(A) = f(U) =
U , f(N) ⊆ M and f = f2; moreover (a, b) ∈ β \ α and (f(a), f(b)) ∈ α \ 0A.
Finally, for every polynomial function g in A, if g(β|V ) ⊆ α and g(α|V ) ⊆ 0A,
then g(β|V ) ⊆ 0A.

Here, the construction and proof in [15], pages 121–126 requires only the follow-
ing modifications. We omit the subset M? from the generators. It is not required
since we are not restricted to first order formulas and can use quantification over
the set of all collapsing functions. Then Lemma 10.5 is not required. In building the
formula Alpha(x) for Claim 2 on page 123, we use quantification over all collapsing
functions, rather than just over those belonging to I. The proof of Claim 2 is then
simplified.
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The concluding argument, to deduce that GV is of exponential growth, is again
almost the same as in the argument proceeding from the first configuration. This
time, we are using g = a+ 2 + 2v + 2e and using a+ 2 parameters.

Theorem 9.3. V has the transfer principles.

Proof. It follows from the arguments of R. McKenzie, M. Valeriote [15], modified
as indicated above. �

Corollary 9.4. V has an affine subvariety A and a strongly Abelian subvariety S
such that V = A⊗ S. We have GV(n) = GA(n) ·GS(n) for all positive integers n.

Proof. By Theorems 2.7 and 2.8 of K. Kearnes [9], it follows from Theorem 8.15,
Lemma 9.2 and Theorem 9.3 that V factors as stated. The product formula for
GV(n) is immediate. �

10. The character of S and A

It is clear that A⊗S has polynomially many models iff each of A and S has this
property. It is proved in P. Idziak, R. McKenzie [6] that a locally finite affine variety
A has polynomially many models if and only if it is directly representable—that is,
if and only if the ring of A is a finite ring of finite representation type.

We have now to deal with a locally finite strongly Abelian variety S with the
property that GS(n) ≤ nC for some positive integer C and all natural numbers
n ≥ 2. We will show that S decomposes as a varietal product of a sequence of
varieties equivalent to matrix powers of varieties of H-sets, with constants, for
various finite groups H. As a converse, we will show that for any variety V of this
type, GV is bounded by some polynomial.

Although the main result of this section does not refer to multi-sorted algebras
and varieties, we deal with them at several intermediate steps in our proof. Recall
that a multi-sorted algebra consists of a finite number of non-empty, pair-wise
disjoint universes, along with a set of functions defined on those universes. Since
we will be referring to parts of the book [15] in this section, we will adopt the
formalism of Chapter 11 of that book when dealing with multi-sorted algebras and
varieties. We also extend the scope of the function GV to include multi-sorted
varieties V, in the expected manner.

An n-ary decomposition operation on a set A is a function d(x1, . . . , xn) which
satisfies the equations:

d(x, . . . , x) ≈ x

d(d(x1
1, . . . , x

1
n), . . . , d(xn1 , . . . , x

n
n)) ≈ d(x1

1, x
2
2, . . . , x

n
n)

A term t(x̄) of a variety V is called a decomposition term for V if tA is a decom-
position operation on A for every algebra A ∈ V.

In Chapter 11 of [15] it is shown how to associate a k-sorted variety V[d] to a
variety V equipped with a k-ary decomposition term d so that many properties are
shared by V and V[d]. In particular V and V[d] are equivalent (as categories) and
one is strongly Abelian if and only if both are. It is also pointed out that every
variety of k-sorted algebras is term equivalent to a variety of the form W[e] for
some one-sorted variety W and some decomposition term e(x1, . . . , xk) of W.
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For d a decomposition term of V and any A ∈ V we can define a k-sorted algebra
A[d] that is intimately associated with A. Since d is a decomposition term for V
then we may assume that the universe of A is equal to the set A1 × · · · × Ak for
some sets Ai and such that dA is equal to the decomposition operation on this
product, i.e., d(~a1, . . . ,~ak) = (a1

1, a
2
2, . . . , a

k
k) for all ~ai = (a1

i , a
2
i , . . . , a

k
i ) ∈ A.

Every n-ary operation on A is determined by the sequence of k multi-sorted
functions 〈p1f, . . . , pkf〉, where

pif : An1 × · · · ×Ank −→ Ai,

has the property that if ~ai = (a1
i , . . . , a

k
i ) ∈ A, for 1 ≤ i ≤ n, and if

~b = (a1
1, . . . , a

1
n, . . . , a

k
1 , . . . , a

k
n),

then
f(~a1, . . . ,~an) = (p1f(~b), . . . , pkf(~b)).

We define the type T of A[d] by first supposing that V is a variety in the language
L = (Φ, ρ). We put T = (k,Φ′, τ), where Φ′ = Φ × {1, . . . , k}, and for 〈f, j〉 ∈ Φ′

we put
τ(〈f, j〉) = 〈1, . . . , 1, 2, . . . , 2, . . . , k, . . . , k, j〉,

consisting of n occurrences each of 1, 2, . . . , k and a final j, where n = ρ(f), the
arity of the function symbol f . Now we define

A[d] = 〈A1, . . . , Ak; pjfA(〈f, j〉 ∈ Φ′)〉,
a k-sorted algebra of type T. So, the basic operations of A[d] consist of the projec-
tions of the basic operations of A onto each of the factors Ai.

If we denote the class of all k-sorted algebras of type T which are isomorphic to
an algebra of the form A[d] for some A ∈ V by V[d] then Lemma 11.8 of [15] shows
that V[d] is a variety of k-sorted algebras.

For a locally finite strongly Abelian variety V there is a natural number N such
that no term operation of any member of V can depend on more than N variables
(see Lemma 10.2). From this it follows that there is a largest integer n such that
V has an n-ary decomposition term d(x̄) which depends on all of its variables.
Theorem 11.9 of [15] states that if V[d] is not essentially unary, then the variety
V is hereditarily undecidable. This theorem is established by showing that if V[d]
is not essentially unary, then the class of bi-partite graphs can be semantically
embedded into V[d] (and hence into V). By using essentially the same techniques
and arguments we prove:

Theorem 10.1. If V is a locally finite strongly Abelian variety with GV bounded
by a polynomial and d(x1, . . . , xn) is an essentially n-ary decomposition term for V
of maximal arity then the n-sorted variety V[d] is essentially unary.

Before proving this theorem we first point out useful, but elementary facts about
strongly Abelian varieties.

Lemma 10.2. Let V be a locally finite strongly Abelian variety and let d(x̄) be an
n-ary decomposition term of V.

(1) There is a finite upper bound to the number of variables any term of V or
V[d] depends upon.

(2) The size of the finitely generated V (V[d])-free algebras can be bounded by
a polynomial in the number of free generators.
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(3) GV is bounded by a polynomial if and only if GV[d] is.

Proof. A proof of item (1) (for V) may be found in [15], Theorem 0.17. The multi-
sorted version follows from the fact that every term of V[d] arises as a projection of
a term from V and so cannot depend on more than n-times the number of variables
that the original term depended on.

Item (2) follows from (1) since the elements of a k-generated V or V[d]-free
algebra correspond to the number of distinct terms over a set of k variables (up
to V or V[d]-equivalence). As the number of variables that any term can depend
on in the variety is bounded by a fixed integer then the number of terms (up to
equivalence in the variety) is bounded by some polynomial.

Let A be a k-generated element of V. We may assume that the universe of A
is equal to the product A1 × · · · × An for some nonempty sets Ai and that dA is
equal to the decomposition operation on this product. The associated algebra A[d]
is generated by at most kn elements, namely, the set of kn components of the k
generators of A. From this we can deduce that GV(k) ≤ GV[d](kn) for all k.

Conversely, let B be a k-generated member of V[d] and suppose that it is gener-
ated by the k elements b1, . . . , bk. We may assume that B is equal to an algebra of
the form A[d] for some algebra A ∈ V. Let a be some arbitrary member of A and,
for each generator bi, define ai to be the unique element of A which is equal to a in
every coordinate except possibly at σ(bi), where it is equal to bi. For b ∈ B, σ(b)
denotes the sort of the element b.

We claim that the elements a1, . . . , ak of A form a generating set for A. If we
let C be the subalgebra of A that these elements generate then we see that C[d]
(a subalgebra of A[d]) will contain the bi and so must be equal to A[d]. From
this it follows that C is equal to A, as required. We can conclude from this that
GV[d](k) ≤ GV(k) for all k since each k-generated member of V[d] arises from a
k-generated member of V.

Thus if either of GV or GV[d] can be bounded by a polynomial then both of them
can. �

Proof of Theorem 10.1. Let d(x1, . . . , xn) be a decomposition term for V of maxi-
mal arity. By Lemma 10.2 (3) it suffices to show that if V[d] is not essentially unary
then GV[d] is not bounded by a polynomial.

Under the assumption that V[d] is not essentially unary, the proof of Theorem
11.9 from [15] provides a method for building a finite algebra S[G] ∈ V[d], for every
finite bi-partite graph G, from which G can be recovered, up to isomorphism,
using a first order interpretation scheme. The algebra S[G] is generated by at most
2k2 + k + n elements, where |G| = k.

Since the interpretation scheme that is employed in Theorem 11.9 to recover G
employs a fixed number of parameters (independent of the size of G) then we cannot
conclude that the isomorphism type of S[G] determines the isomorphism type of
G. What we now argue is that the isomorphism type of the algebra determines a
“small” number of bi-partite graphs, up to isomorphism. Each choice of a sequence
of parameters from S[G] will determine some (possibly degenerate) finite bi-partite
graph and so it will suffice to show that the number of sequences that can be
selected is small, relative to the number of k-element bi-partite graphs.
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Let G be a finite bi-partite graph of size k and let f(x) be a polynomial that
bounds the size of the V[d]-free algebras, as a function of the number of free gen-
erators of the algebra (see Lemma 10.2(2)). Since S[G], the algebra constructed
from G in the proof of Theorem 11.9 of [15], is generated by at most 2k2 + k + n
elements then the size of this algebra is bounded by f(2k2 + k + n).

Let N be the number of parameters that are used in the interpretation scheme
found in the proof of Theorem 11.9. (N is equal to the number of elements of a
certain finite member of V[d].) If we let p(k) denote the polynomial f(2k2 +k+n)N

then we know that there are at most p(k) distinct sequences of elements from S[G]
of length N . Using the interpretation scheme from the proof of Theorem 11.9,
each such sequence determines some finite bi-partite graph and so the set of finite
bi-partite graphs that can be recovered, up to isomorphism, from S[G] using the
interpretation scheme from Theorem 11.9 and some choice of parameters is bounded
by p(k).

Up to isomorphism, the number of algebras of the form S[G] for some k-element
bi-partite graph G is at most GV[d](2k2+k+n), since each such algebra is generated
by at most 2k2 +k+n elements. Since the isomorphism type of each algebra of this
kind determines (using the interpretation scheme) a set of finite bi-partite graphs
of size at most p(k) and each k-element bi-partite graph lies in at least one of
these sets, then an upper bound for the number of isomorphism types of k-element
bi-partite graphs is given by:

GV[d](2k2 + k + n)p(k).

If k = 4m then a lower bound for the number of isomorphism types of k-element
bi-partite graphs is given by mm and so we conclude that

mm ≤ GV[d](32m2 + 4m+ n)p(4m)

for all natural numbers m. Since p(x) is a polynomial, it follows that the function
GV[d] cannot be bounded by any polynomial. �

We now set out to prove that unless all non-constant unary terms of a multi-
sorted unary variety V are invertible then the function GV(n) cannot be bounded
by a polynomial.

Definition 10.3. Let V be a multi-sorted unary variety.
(1) Call a term t(x) of V invertible if there is a term s(y) (of the appropriate

sort) such that V |= s(t(x)) ≈ x.
(2) The term t(x) of V will be called constant if V |= t(x) ≈ t(y).
(3) A sort i of V will be called non-invertible if there is a non-invertible, non-

constant term t(x) of V with the sort of the variable x equal to i.
(4) The scope of a sort i of V, denoted by Scope(i), is defined to be

{j : there is some term t(x) with domain of sort i and range of sort j}

∪ {j : there is a constant symbol of V of sort j}.
For A ∈ V and a ∈ A, Scope(a) is set to Scope(i), where i is the sort of a.

Theorem 10.4. Let V be an n-sorted unary variety with the function GV bounded
by a polynomial. Then all non-constant unary terms t(x) of V are invertible.
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Proof. Without loss of generality we may assume that each sort of V is non-trivial
and so if V |= x ≈ y then the variables x and y are the same. Assume that some non-
constant term of V is not invertible. We will interpret finite equivalence relations
into V in a manner that will allow us to conclude that GV cannot be bounded by
a polynomial.

For A ∈ V and a ∈ A let S(a) denote the subuniverse of A generated by {a}.
Note that S(a) is the universe of a subalgebra of A if and only if Scope(a) =
{1, . . . , n}. Define the quasi-order � on A by: a � b if and only if S(a) ⊆ S(b) and
write a ' b if and only if S(a) = S(b). So, a � b if and only if there is some term
t(x) with t(b) = a or a is a constant of A.

For each i ≤ n, let xi be a free generator of sort i and let F be the V-free algebra
generated by {x1, . . . ,xn}. Select a non-invertible sort i with the property that:
Scope(i) is maximal in the set

{Scope(j) : j is a non-invertible sort}.

We may assume that i = 1. By the maximality of Scope(1) we can conclude that if
j /∈ Scope(1) then there is no non-constant unary term of V with domain of sort j
and range 1.

Let E = 〈X,E〉 be an equivalence relation on the finite set X and let FX be
the V-free algebra freely generated by the set X ∪ {yj : j /∈ Scope(1)}, where the
elements of X are treated as elements of sort 1 and yj an element of sort j. We
may assume that the yj are not members of X. Note that by design each sort of
FX will be non-empty since we have included elements yj of all sorts j which are
not in Scope(1).

Let θE be the congruence of FX generated by the set

{(t(u), t(v)) : t(x) is a non-invertible term of V with domain of sort 1
and (u, v) ∈ E}.

Let A[E] be the algebra FX/θE .

Claim 1:
(1) If u ∈ X and t(x) is an invertible term of V with domain of sort 1 then

t(u)/θE = {t(u)}.
(2) If u ∈ X and t(x) is a non-invertible term of V with domain of sort 1 then

t(u)/θE = {t(v) : (u, v) ∈ E}.
(3) The elements of X are in one-to-one correspondence with the '-classes

of the elements of A[E]1 which are maximal in A[E] with respect to the
quasi-order �.

To show (1), suppose that c ∈ FX with (t(u), c) ∈ θE and t(u) 6= c. Then
there are unary terms r(y) and s(x) and (a, b) ∈ E with s non-invertible and
rs(a) = t(u) 6= rs(b). Since t is invertible and both a and u are free generators of
FX then we conclude that a = u and that the term s must be invertible, contrary
to our assumptions.

To establish (2) it suffices to show that if (a, b) ∈ E and s(x) is a non-invertible
term with domain of sort 1 and r(y) is any term of V with rs(a) = t(v) for some
v ∈ X with (u, v) ∈ E then rs(b) = t(w) for some w ∈ X with (u,w) ∈ E. If t is
a constant term of V then we also have that rs(b) = t(v), as required. If t is not
constant then since a and v are free generators of FX we have that a = v and so
(v, b) ∈ E and rs(b) = t(b), as required.
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For (3), we will first establish that ū = u/θE is maximal with respect to � in
A[E] for any u ∈ X. Suppose that there is some element a ∈ A[E] with ū � a. Then
there is some term t(x) with ū = t(a) and some element c ∈ FX with a = c/θE .
Then we have that (u, t(c)) ∈ θE and so u = t(c) by (1). Either c is the value of
some constant of V or it can be written as r(b) for some free generator b of FX and
some non-constant term r. The former can’t hold since the free generator u would
be constant and if the latter holds, then we would have that u = t(r(b)) holds in
FX . As u and b are free generators, we conclude that u = b and thus r(ū) = a in
A[E]. So, a � ū as required.

By choice, the sort 1 has the property that Scope(1) is maximal amongst those
sorts which are non-invertible, and so if j is not a member of this set, then there is
no non-constant term t(x) whose range is of sort 1 and whose domain is of sort j. If
a ∈ A[E]1 then it is either the value of some constant term of V or it is of the form
t(g/θE) for some (free) generator g of FX and some non-constant term t whose
range has sort 1. If the former holds, then the '-class of a cannot be maximal
with respect to �. In the latter case we have that a � g/θE . As t is non-constant,
then the generator g must belong to the set X since, as noted earlier, there is no
non-constant unary term whose range is of sort 1 and whose domain has some sort
not in Scope(1). Thus, the only maximal elements of A[E]1 with respect to � are
'-related to x/θE for some x ∈ X.

To conclude the proof of (3) we need only establish that if a 6= b ∈ X then
a/θE 6' b/θE . If, on the contrary, a/θE ' b/θE then there is some unary term t(x)
with t(a/θE) = b/θE , or (t(a), b) ∈ θE . Since b is a free generator of FX we have
that t(a) = b and so we must have that a = b.

The claim establishes that we can recover the set of vertices of the graph E from
the isomorphism type of A[E] and the next claim shows that the edge relation can
also be recovered.

Claim 2: For u, v ∈ X, (u, v) ∈ E if and only if there are a, b ∈ A[E]1 with
a ' u/θE , b ' v/θE and t(a) = t(b) for all non-invertible terms t(x) of V with
domain of sort 1.

One direction of this claim is immediate from the definition of the congruence θE .
For the converse, suppose that a ' u/θE and b ' v/θE . Then there are invertible
terms r and s with a = r(u/θE) and b = s(v/θE). Let t(x) be some non-invertible,
non-constant term of V with domain of sort 1. The equality t(a) = t(b) implies
that (t(r(u)), t(s(v)) ∈ θE . Since the term t(r(x)) is non-invertible, then by (2) of
Claim 1 we conclude that t(s(v)) = t(r(w)) for some w ∈ X with (u,w) ∈ E. Since
t is non-constant and r and s are invertible, then ts and tr are non-constant and
so v = w, as required.

Thus the isomorphism type of the equivalence relation E can be recovered from
the isomorphism type of the algebra A[E]. Since this algebra is generated by at
most |X|+n elements then a lower bound for the function GV(k+n) is the function
Π(k), the number of k-element equivalence relations, up to isomorphism. It was
noted earlier that

Π(k) ∼ 1
4k
√

3
e

(
π
√

2k
3

)
.

and so Π(k) cannot be bounded from above by any polynomial. Thus the function
GV (k) cannot have this property if V has a non-constant, non-invertible term. �
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Theorem 10.5. Let V be a locally finite strongly Abelian variety. Then GV is
bounded above by a polynomial if and only if V is term equivalent to a varietal
product of a sequence of matrix powers of H-sets, with constants, for various finite
groups H.

Proof. It is an easy exercise to check that the varietal product and matrix product
operations on varieties preserves the property of having a polynomially bounded G-
spectrum. In fact, a variety W and its matrix power W [k] have identical G-spectra
while the G-spectrum of the varietal product of two varieties W1 and W2 is equal
to the product of GW1 and GW2 . It is even easier to check that the G-spectrum of
a variety of pointed H-sets for some finite group H is polynomially bounded and
so we have established one half of the theorem.

Conversely, assume that V is a locally finite strongly Abelian variety with GV
bounded by a polynomial and let A be a finite algebra that generates V. If we let
d(x1, . . . , xn) be a decomposition term for V of maximal arity then by Theorems
10.1 and 10.4 we know that V[d] is an essentially unary n-sorted variety with the
property that every non-constant unary term of V[d] is invertible.

We may assume that A = A1 × · · · × An for some non-empty sets Ai and that
d(x̄) is the decomposition operation with respect to this cartesian product. For
each i, let Gi be the group of non-constant unary term operations of A[d] with
domain and range of sort i. For i ≤ n, let Ci be the set of elements from Ai that
are equal to the value of some term of A[d] that is constant and that has range of
sort i.

Define the binary relation ∼ on {1, 2, . . . , n} by: i ∼ j if and only if there is
a non-constant unary term of A[d] with domain Ai and range Aj . Since all non-
constant terms of A[d] are invertible, it is not hard to see that ∼ is an equivalence
relation. Without loss of generality, we may assume that the equivalence classes of
∼ are intervals and that i ∼ j if and only if Ai = Aj .

If i ∼ j then there are unary term operations of A[d] which provide bijections
between Ai and Aj . By permuting elements of the Ak’s as necessary we may in
fact assume that for i ∼ j the identity map between Ai and Aj is a term operation
of A[d]. It then follows that the groups Gi and Gj and the sets Ci and Cj are
identical in this case.

Let m be the number of ∼-classes and for i ≤ m, let σi be the smallest member
of the ith ∼-class and ki the size of this class. Then

A = Ak1
σ1
×Ak2

σ2
× · · · ×Akm

σm

The theorem follows from the following claim.

Claim: The algebra A is term equivalent to the algebra B obtained by taking the
non-indexed product of the kith matrix powers of the pointed G-sets 〈Aσi , Gσi , Cσi〉
for i ≤ m.

Note that A and B have the same universe. By unravelling how the matrix power
and non-indexed product work it can be seen that a p-ary operation f(x1, . . . , xp)
on A will be a term operation of B if and only if for each i ≤ n, the projection of
f onto the ith coordinate of A,

pif(x1
1, x

1
2, . . . , x

1
p, . . . , x

n
1 , . . . , x

n
p ) : Ap1 × · · · ×Apn → Ai



VARIETIES WITH VERY FEW MODELS 49

is either constant and takes on one of the values in Ci or is essentially unary and
depends on some variable xjq with i ∼ j and such that this unary map from Aj into
Ai is a member of the group Gi.

By appealing to the definitions of the groups Gi, the sets Ci and the relation
∼, and using the decomposition operation d(x̄) one obtains an identical description
for the p-ary members of the clone of A. �
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